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Abstract: Financial distress prediction is important for risk prevention and control of digital 
economy firms, as well as going concern guarantee. This paper takes 100 Chinese A-share listed 
digital economy firms from 2017 and 2021 as samples, obtains financial indicators by combining the 
characteristics of digital economy firms, the first three periods of financial distress are systematically 
modeled employs Logistic regression, while we use the Principal Component Analysis method to 
deal with the problem of multicollinearity. The results show that the profitability factor has the 
greatest contribution to the predictive role; the closer to the year in which the financial distress 
occurred, the higher the prediction accuracy rate. Finally, this model achieves 86% prediction 
accuracy. The successful modelling provides a basis for information users to determine the financial 
distress of firms accurately and prospectively in the digital economy. 
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1. Introduction 

In the economic globalization and the new economy era, the financial situation and financial 
distress of digital economy firms are under attention of the society. Compared with other industries, 
the digital economy industry has typical characteristics of high growth, high profitability, focus on 
innovation, and highly competitive intensity in the field, which also makes the financial situation of 
digital economy firms dynamic and high-risk. When financial risks are not controlled and accumulate 
to a certain level to produce qualitative changes, it will cause financial distress. Financial distress can 
be considered as a business failure, bankruptcy crisis [1], debt crisis or credit risk [2]. During a firm's 
decline, the indicators reflecting the firm's operations, assets, and liabilities often show abnormal 
changes from those of a normally operating firm, followed by difficulties and eventual bankruptcy. 
Timely predicting of corporate financial distress purposes to reduce investors' losses and help 
management make strategic adjustments to avoid facing operating crisis. 

The so-called financial distress prediction, that is based on risk management, according to the 
combination of theory and methodology, analysis of the macro environment, micro governance, 
business conditions and financial management faced by firms [3]. PCA (Principal Component 
Analysis) constructs a few representative principal factor indicators from many indicators of the 
firms, which provide a method to avoid the multicollinearity caused by high correlation among 
indicators and achieve the purpose of reducing and simplifying variables. The advantages of PCA-
Logistic are, firstly, using the symmetric feature of PCA covariance matrix to weaken the sensitivity 
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of Logistic model to covariance. Secondly, replacing most indicators with few indicators to realize 
the initial data dimensionality reduction of Logistic model. Thirdly, reducing the workload and 
errors of manual screening indicators and improving the overall prediction accuracy of the model.  

In view of this, we aim to contribute to research into the accounting-based distress model, and 
specifically in two ways. Firstly, by adding R&D investment, a core characteristic indicator of digital 
economy firms. Secondly, PCA-Logistic method is used to make the model more fit for digital 
economy firms while having high accuracy. Therefore, this paper utilizes a combination of PCA and 
Logistic to build a financial distress prediction model with a sample of Chinese A-share listed digital 
economy firms from 2017-2021 to improve the accuracy of prediction. The innovations of this paper 
are, firstly, the combination of PCA method and logistic model to build a financial distress prediction 
model compared to the single prediction model used in the past. Secondly, digital economy firms are 
emerging industries and growing rapidly in China, previous studies lacked a financial predicting 
methodology for the digital economy industry, and this paper complements this. 

The remainder of this paper is organized as follows. Section 2 gives overview of previous 
literature in the field of distress prediction. Section 3 describes the research design for building the 
distress prediction model. Section 4 presents the empirical analysis, which contains PCA and logistic 
models. Section 5 concludes. 

2. Literature Review 

The study of corporate financial distress has been carried out since the early 20th century, and 
the first research scholar Fitzpatrick (1932) defined financial distress as the inability of a firm to pay 
its debts as they fall due [4]. Foster (1985) considered the existence of financial distress when a firm 
needs to face a reorganization situation [5]. Laitinen (1991) in his study classifies firms with different 
levels of distress and thus identifies the firms that are in financial distress [6]. Following behind, 
Chinese researchers have also conducted in-depth studies on financial distress. Wu and Huang (1987) 
argued that a firm is found to be in financial distress when it cannot pay its debts as they fall due and 
loses its legal personality [7]. Wu (2011) defines financial distress as a situation in which an 
enterprise's ability to pay is insufficient after weighing the force of financial distress occurrence 
against its resisted force in the context of embedded stakeholder behavior [8]. Based on previous 
researchers' definitions, this paper defines a financially distressed firm as a firm that has been given 
special treatment and is at risk of delisting due to consecutive years of losses. 

The construction of financial distress prediction models is the key to ensure the efficiency of 
forecasting, which has been fruitfully studied in the academic. Fitzpatrick (1932) pioneered the 
univariate analysis of financial indicators of listed companies; subsequently, Altman (1968) used 
multivariate linear discriminant methods to build multivariate financial prediction model [9]. Since 
multivariate discriminant models require strict distribution and covariance of independent variables, 
which limit the selection of samples, in response Maitin (1977) explored and used logistic model to 
construct a bank warning system [10]. Based on this, Ohlson (1980) introduced four non-financial 
variables and used logistic regression for predictive analysis [11], and since then more researchers 
have used logistic model for financial distress prediction. Chinese researcher Jiang (2001) proved that 
logistic model has high predictive accuracy through model testing [12]. Li et al. (2011) concluded that 
logistic model is more suitable for analyzing the actual situation of financial distress compared to 
linear models [13]. Li (2018) predicted financial risk with high accuracy through logistic regression 
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[14]. Based on the comparison of previous studies, it is found that the use of logistic model is more 
representative, and given that machine learning is still developing, this paper uses the widely used 
logistic regression to construct a financial distress prediction model. 

3. Data and Methodology 

3.1. Sample Selection 

According to the research of Altman et al (2017) and Sun et al (2014), firms with two consecutive 
years of losses, insolvency [15], and audit negativity are defined as firms in financial distress [16]. In 
accordance with the rules of China Shanghai and Shenzhen A-share markets, this paper uses firms 
that have been ST or *ST for the above reasons as a sample of firms in financial distress, and firms 
that have not been ST or *ST as a sample of healthy firms. 

 

Figure 1. Industry Distribution of Digital Economy Firms. 

Previous researchers and institutions have not been consistent in defining the digital economy, 
but their definitions have some common points, which emphasize digital technologies, networks, 
industrial convergence and their impact on the economy [17]. Hence, based on the characteristics of 
digital economy, this paper defines digital economy firms as relying on digital platforms and 
applications, etc., providing products or services with digital technology innovation as the core, at 
the same time promoting the industrial integration of digital technology and real economy. 
According to the "Statistical Classification of Digital Economy and its Core Industries" released by 
China Statistics Bureau in 2021 to determine the classification of digital economy firms, this paper 
obtains A-share listed firms in China comes from between 2017 and 2021 as the sample, the year in 
which the financial distress occurred is taken as period t. Referring to the method of Wang et al. (2017), 
data from the previous three years, i.e. period t-1, period t-2 and period t-3 are selected as forecast 
data according to the ratio of 1:1 between financially distress firms and financially healthy firms [18]. 
A total of 50 firms in financial distress and 50 healthy firms are used as controls. According to the 
industry classification of China Securities Regulatory Commission (CSRC), the sample can be divided 
into four industries, namely, Telecommunications, radio and television and satellite transmission 
services (I63); Internet and related services (I64); Software and information technology services (I65); 
Computer, communication and other electronic equipment manufacturing (C39). And the industry 
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distribution of the sample is shown in Figure 1. The data are obtained from a database in which the 
indicators are calculated according to the annual reports by listed firms. 

3.2. Variable Definition 

Financial indicators are an intuitive indicator to reflect the financial and operational status of 
firms. In this paper, variables are selected according to five dimensions: solvency, profitability, 
operational capacity and development capacity as well as cash flow status of each firm. In addition, 
a total of 20 independent variables are selected considering the characteristics of digital economy 
firms focusing on innovation and R&D. The definition of each variable is described in Table 1. 

Table 1. Variable Definition. 

Variables Abbrev Formulas 

Financial Distress FAIL financial distress using 1, financial health using 0 

Current Ratio X1 Current assets / Current liabilities 

Quick Ratio X2 (Current assets - Inventories) / Current liabilities 

Cash Ratio X3 Ending balance of cash and cash equivalents / Current liabilities 

Debt-to-Asset Ratio X4 Total liabilities / Total assets 

Accounts Receivable 

Turnover Ratio 
X5 Operating income / Accounts receivable 

Inventory Turnover X6 Operating costs / Inventory 

Current Asset Turnover X7 Operating income / Current assets 

Total Assets Turnover X8 Revenue from main business / Total assets 

Return on Assets X9 (Total profit + Finance costs) / Total assets 

Total Net Asset Margin X10 Net profit / Total assets 

Return on Net Assets X11 Net income / Shareholders' equity balance 

Gross Operating Margin X12 (Operating revenues - Operating costs) / Operating revenues 

Total Assets Growth Rate X13 (Closing assets - Opening assets) / Opening assets 

Operating Income Growth 

Rate 
X14 

(Ending operating revenue - Opening operating revenue) / 

Opening operating revenue 

Sustainable Growth Rate X15 
Return on net assets * Earnings retention rate / (1 - Return on net 

assets * Earnings retention rate) 

Net Assets per Share 

Growth Rate 
X16 

(Closing net assets per share - Opening net assets per share) / 

Opening net assets per share 

Net Profit Growth Rate X17 (Closing net income - Opening net income) / Opening net income 

Net Cash Content of 

Operating Income 
X18 Net cash flow from operating activities / Total operating income 

Operating Index X19 
Net cash flows from operating activities / Cash generated from 

operations 

R&D Investment Ratio X20 R&D investment / Total assets 

3.3. Model Design 

Due to the limited number of digital economy firms in A-shares, but the variables for 
discriminating financial distress are more and multidimensional, using a large number of financial 
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variables will have multicollinearity and overfitting problems. Meanwhile, Logistic regression is 
sensitive to the covariance of variables, and manual elimination of variables is easy to ignore 
multidimensional discrimination. To deal with this issue, the advantage of PCA lies in the 
dimensionality reduction of variables by factor coefficients to avoid over-fitting problems caused by 
too many independent variables.  

The concept of PCA is based on the maximum variance theory, which maps the original features 
to feature vectors, and the feature value corresponding to each feature vector is the variance after the 
projection of the original features to the projection surface of the feature vector. In order to ensure 
that the information is not lost as much as possible, PCA will select the projection plane with larger 
variance as the projection plane of the original features to get the feature value with the maximum 
information, so that the loss of information after dimensionality reduction is minimized. 

In this study, we first discriminate the significance of the difference of variables between the two 
types of samples, use PCA method to reduce the dimensionality of variables when there are more 
variables, and use logistic regression for the obtained principal component factors, finally 
discriminate the accuracy of the model for financial distress prediction of digital economy firms. 

The expression about the Logistic model is show in equation (1): 

, 0 ,1
( ) ln( )

1

Ji
i t j i jj

i

p
Logistic FAIL β β X

p 
  

   (1)

Among other things, i=1, …, n, j=1, …, J, Xi,j is the jth variable of the ith firm, variable j has a total 
of 20 variables, and t is the prediction period. 

Logistic regression, a linear model commonly used to deal with dichotomous problems, is 
widely applicable in the field of predicting financial distress, besides Alifiah and Norfian (2014) 
showed a high prediction accuracy [19]. In this study, the explanatory variables are dichotomous {0, 
1} variables to measure whether a firm is in financial distress. X is the financial index of the firm, and 
the coefficient β is obtained by the method of great likelihood estimation, which ultimately leads to 

the estimated FAIL=1 probability ,ˆ i tp  for the ith firms in period t. The expression is as in equation 

(2): 
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 (2)

If ,ˆ i tp  is greater than 0.5, there is a financial distress signal. Conversely, if ,ˆ i tp  is less than 0.5, 

there is no financial distress signal [20].  

4. Empirical Results 

4.1. K-S and Mann-Whiteoy U Test 

We first apply Kolmogorov-Smirnov(K-S) to test whether the variables of the sample overall are 
normally distributed, and the results show that period t-3, period t-2 X4 and period t-1 X8, X13 are in 
line with normal distribution using independent samples T-test, and the remaining indicators are 
subjected to Mann-Whiteoy U test for significance of differences in variables between the financial 
distress sample and the financial health sample. The indicators find to be significantly different in 
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period t-3 are X1, X3, X5, X8, X20. The indicators with significant differences in period t-2 are X3, X5, X7, 
X8, X9, X10, X11, X13, X14, X15, X16, X17, X19, X20. In period t-1, the indicators with significant differences 
are X1, X2, X3, X4, X7, X8, X9, X10, X11, X12, X13, X14, X15, X16, X17, X18, X19. Since there are only five 
significantly different indicators in period t-3, which is not suitable for principal component factor 
construction, this paper uses Logistic regression after testing the covariance to construct the model 
for this period. For the remaining two periods, the indicators with significant differences are first 
downscaled using Principal Component Analysis, and then a Logistic model will build. 

4.2. Principal Component Analysis 

The Kaiser-Meyer-Olkin test (KMO) and the Bartlett's test for sample indicators is first used to 
determine the suitability for principal component analysis. The results in Table 2 show that the KMO 
is greater than 0.5 in both periods and the Bartlett's test of sphericity is significant at the 1% level of 
the mean, indicating that the data in both periods are suitable for principal component analysis. 

Table 2. KMO and Bartlett's Test Results. 

 t-2 t-1 

KMO measure of sampling adequacy quantity 0.554 0.563 

Bartlett's test of sphericity sig 0.000 0.000 

Table 3. Component matrix. 

 
t-2 t-1 

F1 F2 F3 F4 F5 F6 F1 F2 F3 F4 F5 F6 

X1       -0.006 0.944 0.132 0.186 0.060 0.008 

X2       -0.029 0.943 0.131 0.189 0.071 0.004 

X3 -0.019 0.003 0.235 0.618 0.660 0.198 0.135 0.871 0.038 0.151 -0.047 -0.038 

X4       -0.569 -0.444 -0.209 0.038 0.379 -0.084 

X5 0.099 0.797 0.094 0.081 0.295 0.004       

X6             

X7 0.038 0.916 0.075 -0.134 -0.117 -0.060 0.226 -0.433 0.647 0.427 -0.001 0.012 

X8 0.049 0.919 0.094 -0.044 -0.059 -0.105 0.244 -0.383 0.668 0.431 0.013 -0.005 

X9 0.851 0.067 -0.341 0.083 -0.130 -0.021 0.921 -0.134 -0.168 -0.038 -0.114 -0.011 

X10 0.894 0.082 -0.300 0.098 -0.100 -0.023 0.929 -0.114 -0.168 -0.022 -0.128 -0.012 

X11 0.721 0.072 -0.257 0.164 0.095 -0.008 0.226 0.064 0.027 0.026 -0.141 0.826 

X12       0.382 0.189 -0.144 -0.134 0.718 0.038 

X13 0.470 -0.141 0.639 -0.317 -0.138 -0.064 0.782 -0.062 -0.312 -0.156 -0.178 0.045 

X14 0.065 -0.174 -0.329 -0.053 0.206 -0.572 0.524 -0.007 -0.124 0.031 -0.019 -0.401 

X15 0.787 -0.145 0.114 0.036 0.135 0.082 0.397 0.139 0.540 -0.659 -0.124 -0.010 

X16 0.736 -0.188 0.526 -0.082 0.025 -0.009 0.101 -0.065 -0.492 0.748 -0.209 0.083 

X17 0.213 -0.054 -0.139 -0.542 0.403 0.214 0.499 0.082 0.104 0.222 0.402 -0.004 

X18       0.546 -0.107 0.028 0.135 0.469 -0.016 

X19 0.028 0.084 -0.215 -0.054 -0.209 0.762 0.102 0.170 0.076 0.144 -0.343 -0.412 

X20 0.063 -0.031 0.169 0.582 -0.471 -0.046       
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In extracting the common factors, the paper takes the eigenvalues with a cumulative 
contribution greater than 70% as the main components. A total of 6 principal component factors are 
extracted in period t-2, with a cumulative contribution of 75.01%, and a total of 6 principal component 
factors are extracted in period t-1, with a cumulative contribution of 75.34%. According to Table 3 of 
the component matrix, the economic meaning of each principal factor can be determined. In period 
t-2, the significance of principal factor F1 is profitability (X9, X10, X11), development capacity (X15, X16); 
the significance of principal factor F2 is operating capacity (X5, X7, X8); the significance of principal 
factor F3 is development capacity (X13, X16); the significance of principal factor F4 is solvency (X3), 
innovation capacity (X20); the significance of the main factor F5 is solvency (X3), development capacity 
(X17), innovation capacity (X20); the significance of the main factor F6 is development capacity (X14), 
cash flow (X19). In period t-1, the significance of principal factor F1 is profitability (X9, X10), 
development capacity (X13, X14); the significance of principal factor F2 is solvency (X1, X2, X3, X4); the 
significance of principal factor F3 is operating capacity (X7, X8); the significance of principal factor F4 
is development capacity (X15, X16); the significance of principal factor F5 is profitability (X12), 
development capacity (X17), cash flow (X18, X19); the significance of the main factor F6 is profitability 
(X11), cash flow (X19). 

The calculated two-period principal component factor score matrices, which are omitted from 
the table to save space, and the two-period score matrices as coefficients of the six principal 
component factors, are expressed as follows. 

Each principal factor score in period t-2 equations: 

1 3 5 7 8 9 10 11

13 14 15 16 17 19 20

0.006 0.028 0.011 0.014 0.244 0.256 0.207

       0.135 0.018 0.255 0.211 0.061 0.008 0.018

F X X X X X X X

X X X X X X X

       

      
 (3)

2 3 5 7 8 9 10 11

13 14 15 16 17 19 20

0.001 0.325 0.373 0.375 0.027 0.033 0.029

       0.057 0.071 0.059 0.077 0.022 0.034 0.012

F X X X X X X X

X X X X X X X

      

      
 (4)

3 3 5 7 8 9 10 11

13 14 15 16 17 19 20

0.188 0.075 0.060 0.075 0.273 0.240 0.205

       0.511 0.263 0.091 0.421 0.112 0.172 0.135

F X X X X X X X

X X X X X X X

      
      

 (5)

4 3 5 7 8 9 10 11

13 14 15 16 17 19 20

0.515 0.068 0.112 0.037 0.069 0.082 0.137

       0.265 0.044 0.030 0.069 0.452 0.045 0.485

F X X X X X X X

X X X X X X X

      
      

 (6)

5 3 5 7 8 9 10 11

13 14 15 16 17 19 20

0.609 0.272 0.108 0.055 0.120 0.093 0.087

       0.127 0.190 0.124 0.023 0.371 0.193 0.434

F X X X X X X X

X X X X X X X

      
      

 (7)

6 3 5 7 8 9 10 11

13 14 15 16 17 19 20

0.194 0.004 0.059 0.103 0.021 0.023 0.008

       0.062 0.560 0.081 0.008 0.209 0.745 0.045

F X X X X X X X

X X X X X X X

      
      

 (8)

Each principal factor score in period t-1 equations: 

1 1 2 3 4 7 8 9 10 11

12 13 14 15 16 17 18 19

0.001 0.007 0.034 0.143 0.057 0.061 0.232 0.234 0.057

       0.096 0.197 0.132 0.100 0.025 0.126 0.138 0.026

F X X X X X X X X X

X X X X X X X X

         

       
 (9)

2 1 2 3 4 7 8 9 10 11

12 13 14 15 16 17 18 19

0.294 0.293 0.271 0.138 0.135 0.119 0.042 0.035 0.020

       0.059 0.019 0.002 0.043 0.020 0.026 0.033 0.053

F X X X X X X X X X

X X X X X X X X

        

       
 (10)
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3 1 2 3 4 7 8 9 10 11

12 13 14 15 16 17 18 19

0.078 0.077 0.023 0.124 0.384 0.396 0.099 0.100 0.016

       0.085 0.185 0.074 0.320 0.292 0.062 0.017 0.045

F X X X X X X X X X

X X X X X X X X

        

       
 (11)

4 1 2 3 4 7 8 9 10 11

12 13 14 15 16 17 18 19

0.117 0.119 0.095 0.024 0.268 0.271 0.024 0.014 0.016

       0.084 0.098 0.019 0.414 0.470 0.139 0.085 0.090

F X X X X X X X X X

X X X X X X X X

        

       
 (12)

5 1 2 3 4 7 8 9 10 11

12 13 14 15 16 17 18 19

0.046 0.054 0.036 0.289 0.001 0.010 0.087 0.098 0.107

       0.548 0.136 0.014 0.095 0.159 0.307 0.358 0.262

F X X X X X X X X X

X X X X X X X X

        

       
 (13)

6 1 2 3 4 7 8 9 10 11

12 13 14 15 16 17 18 19

0.008 0.004 0.037 0.081 0.012 0.005 0.011 0.012 0.800

       0.037 0.043 0.389 0.009 0.081 0.004 0.016 0.399

F X X X X X X X X X

X X X X X X X X

        

       
 (14)

4.3. Logistic Regression 

In this paper, the t-3 period variables through the presence of differences and the t-2 and t-1 
period principal factors derived through principal component analysis are used as independent 
variables in the Logistic regression. The significant difference indicators for t-3 periods are X1, X3, X5, 
X8, X20. After the cointegration test the variance inflation factor (VIF) of X1 and X3 is greater than 5, 
which indicates that there may be cointegration. Considering that the current ratio (X1) includes cash-
like assets, the cash ratio (X3) is excluded. The Logistic regression coefficients for the three periods 
are shown in Table 4. From the regression results, it can be seen that the R&D investment ratio (X20) 
in period t-3 is a significant predictor of financial distress, and the lower the R&D investment ratio is, 
the higher the possibility of financial distress. Additionally, the principal factor F1 in both period t-2 
and period t-1 is negatively and significantly correlated with financial risk at the 1% level, and F1 in 
both periods includes corporate profitability, indicating that the profitability factor has the largest 
contribution to the financial distress prediction of digital economy firms. 

Table 4. Logistic model estimated coefficients. 

Period/Factors t-3 t-2 t-1 

X1 -0.100   

X3 -0.016   

X8 0.294   

X20 -25.827**   

F1  -1.234*** -3.158*** 

F2  -0.079 -0.099 

F3  0.078 -1.625 

F4  -0.578** 1.699 

F5  -0.005 0.624 

F6  -0.331 0.033 

Constant 0.740 0.130 0.901** 

Observations 100 100 100 

-2 Log Likelihood 130.227 117.612 85.595 

Nagelkerke R2 0.107 0.253 0.549 

Note: *, **, *** indicate statistically significant at 10%, 5%, 1% level. 
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Accordingly, the equation of the Logistic model for each period can be derived 

, 3 1 5 8 20( ) 0.740 0.100 0.016 0.294 25.827i tLogistic FAIL X X X X       (15)

, 2 1 2 3 4 5

6

( ) 0.130 1.234 0.079 0.078 0.578 0.005

                                 0.331
i tLogistic FAIL F F F F F

F
      


 (16)

, 1 1 2 3 4 5

6

( ) 0.901 3.158 0.099 1.625 1.699 0.624

                                 0.033
i tLogistic FAIL F F F F F

F
      


 (17)

4.4. Model Accuracy 

Table 5. Distress prediction accuracy. 

Period Firms Financial Health Financial Distress Prediction Accuracy 

t-3 

Financial Health 25 25 50% 

Financial Distress 14 36 72% 

Total   61% 

t-2 

Financial Health 43 7 86% 

Financial Distress 16 34 68% 

Total   77% 

t-1 

Financial Health 45 5 90% 

Financial Distress 9 41 82% 

Total   86% 

 

Figure 2. Financial Distress Prediction ROC curve. 

The model is used to further calculate the accuracy of financial distress prediction for each 
period, and the results in Table 5 show that the prediction accuracy for firms in financial distress in 
period t-3 reached 72%, and the total prediction accuracy is 61%. The total prediction accuracy in 
period t-2 is 77%, and the total prediction accuracy in period t-1 is 86%. This result shows that the 
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closer the year of financial distress, the higher the accuracy of the prediction. In conclusion, the model 
has a high accuracy rate and a strong prediction function for the financial distress situation of digital 
economy firms. In addition, according to the ROC curve in Figure 2, the AUC (Area Under the ROC 
Curve) is 0.818, which imply that the model has predictive value for the financial distress of digital 
economy firms. 

5. Conclusion and Discussion 

In this paper, we screen indicators reflecting five dimensions of firms solvency, profitability, 
operating capacity and development capacity as well as cash flow status by K-S test, and has 
increased the proportion of R&D investment considering the innovation characteristics of digital 
economy firms, then we find that there are significant differences in indicators between financial 
distress firms and healthy firms in each dimension. Based on the analysis above, PCA-Logistic 
regression is applied to predict the financial distress situation of digital economy firms, and the 
indicators with differences are downscaled by PCA to obtain the principal component factors and 
then Logistic regression, finally the prediction model and prediction accuracy of digital economy 
firms three years before the occurrence of financial distress are obtained. The results show that the 
model achieve high accuracy and the closer to the year of financial distress the higher the prediction 
accuracy, indicating that the three distress prediction models are good enough to predict the financial 
distress of digital economy firms, and the model is constructed successfully and can provide a basis 
for decision making for management and information users such as investors and government. 

It is not difficult to find that the significant contribution of profitability and innovation capacity 
of digital economy firms to the prediction model, which reflects that the characteristics of digital 
economy firms are significantly related to the prediction of financial distress and the deterioration of 
related indicators is the direct cause of the distress of firms. The financial data of digital economy 
firms listed in China A-shares have become easily accessible, and firms in the digital economy should 
make full use of these data to dig deeper into the risk patterns of various factors in the industry in 
order to obtain risk evolution patterns to prevent and guide their own financial risk management. In 
this context, the regulator is responsible for ensuring that firms operating have efficiency and 
sustainability incentives and can avert financial distress. At the same time, it is also able to promote 
the healthy development of the industry and improve risk identification and resilience. 
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