
   
J. Serb. Chem. Soc. 87 (0) 1–12 (2022) Original scientific paper 

JSCS–11979 Published 18 November 2022 

1 

Dissociation of N2 by electron impact in electric and  
magnetic RF fields 

MIROSLAV RISTIĆ1*#, RADOMIR RANKOVIĆ1, MIRJANA M. VOJNOVIĆ2,  

VIOLETA V. STANKOVIĆ2 and GORAN B. POPARIĆ2 

1University of Belgrade, Faculty of Physical Chemistry, P. O. Box 47, 11000 Belgrade, Serbia 

and 2University of Belgrade, Faculty of Physics, P. O. Box 44, 11000 Belgrade, Serbia 

(Received 10 July, revised 5 August, accepted 8 August 2022) 

Abstract: Rate coefficients for electron impact dissociation of the N2 molecule 

under the influence of crossed radio-frequency (RF) electric and magnetic 

fields were calculated for field frequencies of 13.56, 100 and 200 MHz and for 

root mean square values of the reduced electric field strength of 300 and 500 

Td. The root mean square values of the reduced magnetic field were varied 

from 0 to 2000 Hx. Тhe effects of the strength of the RF fields and their fre-

quency on the rates for the dissociation to neutral fragments and for the dis-

sociative ionization are discussed. The temporal evolution of the rate coef-

ficients during one period of the RF field is shown and discussed. 
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INTRODUCTION 

In addition to being the main component of the Earth’s atmosphere, nitrogen 

is abundantly present in the atmospheres of Pluto, Titan and Triton, and in 

smaller quantities on Mars and Venus. Nitrogen is also used in many RF dis-

charge-based technologies, such as nitriding of materials,1 plasma polymeriz-

ation,2 production of nanomaterials,3 medical sterilizations,4 doping of graphene 

and many others.5 In all these environments, the nitrogen molecules are exposed 

to collision with electrons. From the aspect of chemical reactivity of nitrogen 

plasma, one of the most important elementary processes in these collisions is 

certainly dissociation. Dissociation can occur to form two neutral nitrogen atoms 

and this reaction is known as the dissociation into neutral fragments: 

 e– + N2 → N2
* → N + N + e– (1) 
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The threshold energy for reaction (1) is 9.75 eV and the majority of the elec-

tronic states of the N2 molecule lie above this energy. Excess energy during dis-

sociation is transferred to atoms.  

Zipf and McLaughlin recognized the importance of dissociation of excited 

N2 molecules over radiative relaxation via a manifold of singlet valence and Ryd-

berg states.6 Тhey came to the conclusion that nitrogen molecules that were 

excited to various 1Πu and 1Σu
+ states, whether by electron impact or UV photon 

absorption, mostly follow the predissociation path (i.e., the radiationless transit-

ion of a molecule from a stable excited state to an unstable excited state that 

leads to dissociation). Photon relaxations from these singlet states via dipole- 

-allowed transitions to the singlet ground state were expected to be dominant,7 

but it turned out that they last much longer than the dissociation. Namely, dis-

sociation to neutrals occurs in a time interval of 10−13 s, while photon relaxation 

lasts 10−8 s.8 The main contribution to reaction (1) for electron energies lower 

than 100 eV stems from a family of 1Πu states, which predissociate with almost 

100 % efficiency. The contributions of 1Σu
+ states to dissociation vary depending 

on the vibrational level of the state.  

At higher values of the electron energy (above 100 eV), the probability inc-

reases that the N atom and N+ are formed during dissociation, instead in reaction 

of two N atoms. This process can be presented by the following reaction: 

 e– + N2 → N2
* → N+ + N + 2e– (2) 

and it is called dissociative ionization. It is competitive with reaction (1) and it 

has a threshold value of 24.29 eV.9 

In this manuscript, the rate coefficients for the dissociation to neutral frag-

ments and for dissociative ionization, under the presence of crossed RF electric 

and RF magnetic field, which is a situation that corresponds to the one that exists 

in inductively coupled plasmas, are presented. The rate coefficients were calcul-

ated for values of fields frequencies of 13.56, 100 and 200 MHz and for different 

strength values of electric and magnetic fields. For this purpose, the electron 

energy distribution functions (EEDFs) that were obtained by Monte Carlo simul-

ation, and the appropriate cross sections for processes (1) and (2) were used. The 

integral cross sections for dissociation into neutral fragments that were measured 

and rescaled by Cosby were adopted.10 Cosby obtained integral cross section 

(ICS) by directly detecting the correlated fragment pair N + N, by a time and 

position sensitive detector.10 The measured ICS were further adjusted by Cosby 

according to the results of Winters and as such are generally recommended and 

used in this work.11,12 Cross sections for reaction (2) were taken from Straub et 

al.13 In their experiment, a time-of-flight mass spectrometer was used to distinct 

charged particles according to their mass-to-charge ratios. For this reason, N+ 

generated in the dissociative ionization process were detected together with N2
2+, 
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that can also be created by electron impact. However, N2
2+ can practically be 

produced only in trace amounts under the considered conditions, because the 

highest electron energies within this work were approximately 60 eV, while the 

threshold for the second ionization energy of N2 is 42.88 eV.9 The high-energy 

tail of the EEDF barely crosses the threshold for the second ionization energy of 

N2 (even under conditions for which the highest energies are achieved) and very 

small amount of electrons are capable of performing the second ionization of the 

N2 molecule. Therefore, it was consider appropriate to refer to the cross sections 

of Straub et al. as the cross sections for dissociative ionization within this 

work.13 These cross sections were supplemented by including the threshold value 

for dissociative ionization of 24.29 eV.9 The cross-section values between the 

threshold and the first electron energy reported by Straub et al.,13 which was 30 

eV, were linearly interpolated. The integral cross sections used for reactions (1) 

and (2) in the present manuscript are shown in Fig. 1. 

 
Fig. 1. Integral cross sections for the dissociation of N2 to neutral fragments of Cosby10 

(circles) and for dissociative ionization of Straub et al.13 (squares) vs. electron energy. 

METHOD 

Monte Carlo simulation 

In order to simulate the motion of electrons through the N2 gas under the presence of 

time-varying electric and magnetic fields, the Monte Carlo (MC) code used in earlier works of 

our group,14,15 was modified and used.16 The motion of the electron is described by the fol-

lowing differential equation: 
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In Eq. (3), r is the radius vector of the electron, m and e are the mass and charge of the 

electron, E and B are the electric and magnetic field vectors, respectively, and t is time. The 

time-varying electric and magnetic field vectors periodically oscillate at fixed frequency are 

described by Eqs. (4) and (5):   

 E(t) = 2ERcos(2πft)k  (4)  

 B(t) = 2BRsin(2πft)j  (5)  

where k and j are the unit vectors in the Cartesian coordinate system that characterize the 

direction of electric and magnetic fields, while f is the frequency of their oscillation. ER and 

BR are the root mean square values of the electric and magnetic field, respectively. Absolute 

values of electric and magnetic field within this work will be replaced with reduced electric 

field and reduced magnetic field, defined as quotients ER/N and BR/N, N being the gas number 

density. The electric and magnetic fields are mutually perpendicular, and phase shift among 

them is /2 rad. The numerical solutions of the Eq. (3) were used to calculate the position and 

velocity of the electron in each small time step of the simulation (much smaller than the 

period of oscillation) by the numerical iterative Runge–Kutta method.17  

Electrons were generated with a certain value of the kinetic energy and were simulated 

one by one under the defined conditions (ER/N, BR/N and f values specified). The simulation 

procedures follow every electron until it reaches the quasi-steady state, i.e., the state where 

energy received from the electric field is balanced with the energy that is lost in non-elastic 

collisions with the N2 molecules. When the quasi-steady state was reached, the ensemble of 

electrons obtains stable oscillations of mean electrons energy (m) over time and at this point 

the EEDFs were sampled over one period of the fields oscillation. These EEDFs are essential 

for obtaining the rate coefficients, as shall be explained further.  

The nitrogen gas in which the electrons were simulated was considered to be at 133.3 Pa 

(N = 3.221022 m-3) and the zero-temperature gas approximation was used, meaning that 

every N2 molecule was in its ground electronic, vibrational and rotational state. The proce-

dures of the simulation included the possibilities of all real electron-molecule interactions 

under the conditions assumed: elastic collisions, non-elastic collisions (rotational, vibrational 

and electronic excitations) as well as ionization. The database of the simulations containing 

the cross sections for all relevant processes was carefully composed. The probability of a cer-

tain scattering process at a given electron energy  depended on the corresponding effective 

cross section (). The decision as to which collision process will occur was left to а pseudo- 

-random generated number, as were the scattering angles of the electron after the collision. 

Electrons that were created in the ionization process were also simulated. The MC code was 

successfully tested on model gases,18,19 by comparing the transport parameters of the electrons 

with the benchmark values from the literature.20 For other details about the MC code, see 

Ristić et al. and Ristić et al.15,16  

Cross-section database 

Finding an optimal set of cross-sections for the electron-N2 molecule interaction was cru-

cial for a successful simulation. For elastic scattering, the recent cross-section data of Allan in 

the electron energy range from 0 to 5.5 eV was used.21 For electron energies from 6 to 10 eV, 

the data of Sun et al. was used,22 while in the energy region from 10 to 70 eV, the data of 

Gote and Ehrhardt was used.23 In the high-energy region from 70 to 90 eV, the data of Nickel 

et al.24 was used. 

Cross-section values for rotational excitations were adopted from Itikawa and Mason for 

J = 0 → 2 and J = 0 → 4 excitations.25 For vibrational excitations, the integral cross-sections 
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that were measured in our laboratory were used.26 These measurements include excitations 

into the first ten vibrational levels of the ground electronic state of the N2 molecule.  

The cross-sections for a’1Σu
−, w1∆u and a’’1Σg

+ singlet electronic states were adopted 

from Itikawa,27 compilation proposed by Brunger et al.,28 based on the experiments of Traj-

mar et al. and Campbell et al.,29,30 and the theoretical calculations of Ohmori et al. and Gillan 

et al.31,32 The cross-section values were also taken from Brunger et al,28 for the excitation of 

a1Πg state on the basis of electron energy loss measurements of Finn and Doering,33 direct 

detection of the excited molecule of Mason and Newell and swarm experiments.34,35 For the 

c4
’1Σu

+ and b’1Σu
+ states, values from Ajello et al. were taken.35 The b1Πu state cross-section 

was adopted from James et al.,36 and recent cross-section measurements of the c3
1Πu and 

o3
1Πu states were adopted from Malone et al.37 The values of the cross sections for the excit-

ations of the A3Σu
+, B3Πg, W3∆u and B’3Σu

− triplet electronic states were used from Itikawa,27 

which were recommended by Brunger et al. based on previously mentioned studies.28-32 

Cross-section proposed by Brunger et al.,28 for E3Σg
+ state (based on several beam experi-

ments)29,30,38,39 and for C3Πu state (based also on beam experiments)29,30,39,40 were used. 

F3Πu and G3Πu electronic state cross sections were used from Malone et al.37 Ionization cross 

sections were adopted from Itikawa,27 based on Lindsay and Mangan41 and Straub et al. mea-

surements.13 Dissociation was included implicitly by taking into account all significant elec-

tronic states that contribute to it, as was explained in the Introduction section.  

Validation of the present cross-section database for nitrogen was performed by compar-

ing basic transport properties of electrons (drift velocities and diffusion coefficients) obtained 

by the present simulation with the experimentally measured ones. In a previous works we pre-

sented these comparisons for drift velocity, longitudinal diffusion coefficient and ionization 

coefficient, whereby excellent agreements were obtained.14,42 Comparison was also made 

with the Boltzmann equation-based software BOLSIG+ (version 1.1).43 By including the pre-

sent cross-section database in both our Monte Carlo simulation and BOLSIG+ oscillating field 

routine, we obtained the agreement of period averaged mean electron energy within 2 % only.  

Rate coefficient calculation 

The EEDFs and corresponding mean electron energies were sampled within one phase of 

the electric field oscillation after the quasi-steady state was reached in the simulation. The 

EEDFs obtained were then normalized by the relation: 

 ( )
0

, , d 1mf t   


=  (6) 

In Eq. (6), the normalized EEDF at the specific time t is denoted by f(m, , t), while  
represents the actual kinetic energy of the electron. For every f(m,,t) in the specific moment 

in time (that is, in the specific phase of the electric field oscillation), the corresponding rate 

coefficient, k(m, t) was calculated by the following relation:44  
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where () is the effective cross-section for a given process with a threshold energy th.  

RESULTS AND DISCUSSION 

According to Eq. (7), the rate coefficients for dissociation processes (1) and 

(2) were calculated by implementing the EEDFs obtained after reaching the 

quasi-steady state by the MC code for given input parameters. The input para-

meters imply ER/N values of 300 and 500 Td (1 Td = 10−21 V m2), BR/N values 
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of 0, 1000 and 2000 Hx (1 Hx = 10−27 T m3) and values of frequency 13.56, 100 

and 200 MHz. As stated earlier, the integral cross sections for the calculation of 

the rate coefficients for the dissociation of N2 to neutral fragments were adopted 

from Cosby,10 while the rates for dissociative ionization were calculated based 

on integral cross sections measured by Straub et al. with implemented energy 

threshold for process (2).9,13 Background physics of electrons motion in crossed 

electric and magnetic RF fields is well known and will only be slightly addressed 

in this paper.16,20 

Since the MC simulation records many EEDFs within one period of the 

field’s oscillation, a fine time evolution of the rate coefficients on the nanosecond 

scale was obtained. The rate coefficients for dissociation of N2 to neutral frag-

ments are presented on Fig. 2. for all input parameters. First, it should be noticed 

that the rate coefficients are oscillating at twice the frequency of the applied RF 

fields. The reason is that the energy of the electron is independent of the absolute 

direction of the electric field. The rate coefficients depend on all the varied para-

meters. It should be noted that when discussing the dependence of the rate coef-

ficient on one specific parameter, the other parameters are considered as constant. 

By observing the coefficients at the lowest considered frequency of 13.56 

MHz for given ER/N and BR/N, it was noticeable that the highest and lowest 

(zero) amplitude values of the coefficients were reached, which is expected 

because at that frequency, the electrons efficiently track the electric field changes 

and lag only slightly behind them. Therefore, when the electric field (which det-

ermines the energy of the electron) reaches a maximum or minimum, the EEDF 

also has the largest share of high-energy electrons (for given ER/N and BR/N) and 

consequently, the rate coefficient is the largest. On the other hand, when the elec-

tric field passes through the zero value, after which the electrons are slowed 

down, the share of fast electrons in the EEDF is the smallest and the rate coef-

ficient reaches its lowest value. At 13.56 MHz, this lowest value is zero, as can 

be seen from Fig. 2.  

At higher frequencies, the EEDFs have a narrowed oscillation range due to a 

more pronounced electron delay behind the electric field. For this reason, the 

rates also oscillate over a narrower range: they do not reach the maximum ampli-

tude values they had at lower frequencies, but they do not fall to zero either. One 

of the characteristics of the time evolution of the rate coefficients is the existence 

of phase delay with respect to the electric field. This delay is also a consequence 

of the inertia of the motion of electrons through the N2 gas and is more pro-

nounced at higher frequencies.14 

Regarding the influence of the strength of the electric and magnetic fields on 

the appearance of the rate coefficients, they are also noticeable in Fig. 2. Both 

electric and magnetic field strongly affect the value of the rates. At stronger elec-

tric fields, the share of high-energy tail of EEDF is higher, and thus the overlap 
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integral in Eq. (7) is higher, which leads to a higher values of the rate coeffi-

cients. 

 
Fig. 2. Rate coefficients for the dissociation of N2 to neutral fragments vs. the phase of the RF 

electric field at the indicated pair of f and ER/N and for BR/N = 0 Hx (full line), 

BR/N = 1000 Hx (dashed line) and BR/N = 2000 Hx (dotted line). 

At higher BR/N values, the profile of the rate coefficient with time is nar-

rowed and at the same time reduced in height, due to the complex action of the 

magnetic field on the electrons. Hence the overall effect of increasing magnetic 

field on the rate coefficients shown here is their reduction. 

For most practical applications in which nitrogen dissociation may be of int-

erest in plasma chemistry and plasma technology of nitrogen-containing systems, 

an important fact is the time-averaged rate coefficient during one period of RF 

field oscillation. To this end, these period averaged rates for the dissociation of 

N2 into neutral fragments are given Table I for all considered parameters. In the 

ranges of varied input parameters, the average rate coefficient changed its value 

from 0.341×10−9 to 3.929×10−9 cm3 s−1. By analyzing the data in Table I, it 

could be concluded that an increase of ER/N leads to larger values of the rate 

coefficient, while an increase of BR/N leads to their lowering. Increasing the fre-
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quency does not have much effect on the value of the period averaged rate coef-

ficients, nor can its effect be easily generalized.  

TABLE I. Period averaged rates (10-9 cm3 s-1) for the dissociation of N2 into neutral frag-

ments under various conditions 

f / MHz 

ER/N = 300 Td ER/N = 500 Td 

(BR/N) / Hx 

0 1000 2000 0 1000 2000 

13.56  1.156 0.786 0.492 3.929 2.828 1.972 

100  1.064 0.693 0.391 3.778 2.871 1.926 

200  0.971 0.641 0.341 3.796 2.948 1.923 

The rate coefficients for dissociative ionization of N2 are presented in Fig. 3. 

for all input parameters. Most of what has been said about the rate coefficients of 

dissociation into neutral fragments also applies here: ER/N, BR/N and f values 

 
Fig. 3. Rate coefficients for dissociative ionization of N2 vs. phase of the RF electric field 

at the indicated pair of f and ER/N and for BR/N = 0 Hx (full line), BR/N = 1000 Hx 

(dashed line) and BR/N = 2000 Hx (dotted line). 
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have qualitatively the same effect on the shape of the rates. The period averaged 

rates of the dissociative ionization for all considered parameters are given in 

Table II. However, in the case of dissociative ionization (unlike the previous 

case), the effect of frequency on the rates is evident. Raising the f significantly 

lowers the rate coefficients for dissociative ionization. 

The rates for dissociative ionization were about 10 to 15 times lower than 

those for the dissociation into neutral fragments. This was expected since the 

cross-section for dissociative ionization is lower, while the energy threshold is 

higher. From Table II, it could be seen that the rate values ranged from 

0.022×10−10 to 3.020×10−10 cm3 s−1. Nevertheless, dissociative ionization rem-

ains an important source of N+ in plasmas, in addition to direct ionization of the N 

atom. 

TABLE II. Period averaged rates (10−10 cm3 s−1) for dissociative ionization under various con-

ditions 

f / MHz 

ER/N = 300 Td ER/N = 500 Td 

(BR/N) / Hx 

0 1000 2000 0 1000 2000 

13.56 0.3493 0.2153 0.1275 3.020 1.939 1.271 

100 0.2364 0.1112 0.0391 2.494 1.614 0.858 

200 0.1699 0.0713 0.0225 2.181 1.309 0.604 

Recently, Sode et al. developed a new model for the calculation of ion and 

radical densities in inductively coupled nitrogen plasmas.45 They proposed the 

equations for the calculation rate coefficients for numerous elementary processes 

in plasma, among them the dissociation of N2 to neutral fragments and for the 

dissociative ionization of N2 (see Table II of their work, reactions 1.6 and 1.9). 

By implementing the mean electron energy obtained from the present MC simul-

ation in their equations, significant difference in the values of the rate coeffi-

cients were obtained. 

For example, at 13.56 MHz, 300 Td and 0 Hx, the mean electron energy 

obtained by the present MC code was 6.47 eV and the rate for dissociation to 

neutral fragments was 3.6×10−9 cm3 s−1 (the present value was 1.1×10−9 cm3 

s−1), while for dissociative ionization, the rate was 1.1×10−10 cm3 s−1 (the pre-

sent value was 0.35×10−10 cm3 s−1). Sode et al. stated that they assumed Max-

wellian EEDF in their equations,45 but here it could be seen that the dissociation 

rates in that case were roughly three times higher than the ones presented here, 

based on non-equilibrium EEDFs. In addition, the rates obtained in that way were 

independent of the magnetic field or frequency values. Note that the cross sec-

tions that Sode et al. used were practically the same as those used here. The 

described example shows that the dissociation coefficients presented here could 

significantly improve the kinetic calculations in nitrogen plasma chemistry. 
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CONCLUSIONS 

The rate coefficients for electron impact dissociation of the N2 molecule to 

neutral fragments, as well as for the dissociative ionization process were calcul-

ated under the presence of RF electric and magnetic fields. Тhe choice of para-

meters included three frequencies: 13.56, 100 and 200 MHz, two ER/N values: 

300 and 500 Td and BR/N values: 0, 1000 and 2000 Hx. 

Therefore, the nitrogen molecule dissociation processes, as one of the most 

important processes in nitrogenous RF plasma chemistry, were quantified for the 

stated conditions. Fine temporal evolution of the dissociation rate coefficients 

within the RF field phase was presented with an adequate explanation. The time- 

-averaged values of the rate coefficients were also shown. Dissociative ionization 

is by an order of magnitude a rarer process compared to dissociation into neutral 

fragments, which is expected due to its lower cross-section values and higher 

threshold. 
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И З В О Д  

ДИСОЦИЈАЦИЈА N2 УДАРОМ ЕЛЕКТРОНА У ЕЛЕКТРОМАГНЕТНИМ RF ПОЉИМА 

МИРОСЛАВ РИСТИЋ1, РАДОМИР РАНКОВИЋ1, МИРЈАНА М. ВОЈНОВИЋ2, ВИОЛЕТА В. СТАНКОВИЋ2 

и ГОРАН Б. ПОПАРИЋ2 

1Универзитет у Београду – Факултет за физичку хемију, Студентски трг 12-16, Београд и 
2Универзитет у Београду – Физички факултет, Студентски трг 16, Београд 

Коефицијенти брзине дисоцијације молекула N2 ударом електрона под утицајем 
укрштеног радиофреквентног (RF) електричног и магнетног поља израчунати су за 
фреквенције од 13.56, 100 и 200 MHz и за средње квадратне вредности редукованог 
електричног поља од 300 и 500 Td. Средње квадратне вредности редукованог магнетног 
поља вариране су од 0 до 2000 Hx. Дискутовани су eфекти јачина RF поља и њихове 
фреквенције на коефицијенте брзине за дисоцијацију на неутралне фрагменте и за дисо-
цијативну јонизацију. Приказана је и продискутована временска еволуција коефиције-
ната брзине у току једног периода RF поља. 

(Примљено. 10. јула, ревидирано 5. августа, прихваћено 8. августа 2022) 
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