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Abstract

The University of California Irvine Heart disease dataset had missing data on several attributes. The missing data can loss the important
information of the attributes, but it cannot be deleted immediately on dataset. To handle missing data, there are several ways
including deletion, imputation by mean, mode, or with prediction methods. In this study, the missing data were handled by deletion
technique if the attribute had more than 70% missing data. Otherwise, it were handled by mean and mode method to impute missing
data that had missing data less or equal 1%. The artificial neural network was used to handle the attribute that had missing data more
than 1%. The results of the techniques and methods used to handle missing data were measured based on the performance results
of the classification method on data that has been handled the problem of missing data. In this study the classification method used
is Artificial Neural Network, Naive Bayes, Support Vector Machine, and K-Nearest Neighbor. The performance results of classification
methods without handling missing data were compared with the performance results of classification methods after imputation
missing data on dataset for accuracy, sensitivity, specificity and ROC. In addition, the comparison of the Mean Squared Error results
was also used to see how close the predicted label in the classification was to the original label. The lowest Mean Squared Error was
obtained by Artificial Neural Network, which means that the Artificial Neural Network worked very well on dataset that has been
handled missing data compared to other methods. The result of accuracy, specificity, sensitivity in each classification method showed
that imputation missing data could increase the performance of classification, especially for the Artificial Neural Network method.
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1. INTRODUCTION

The heart disease dataset is often used in classification or predic-
tion. That is used to determine the pattern of factors that affect
a heart disease. Heart disease is one of the biggest causes of
death in the world (Rahakbauw et al., 2016). Based on research
that has been conducted by Stewart et al. (2017), nearly one
billion people worldwide suffer strokes caused by hypertension
and heart attacks. Some data on the results of examining heart
disease diagnoses are published as a dataset to help various
researches. One data warehouse that provides a heart attack
dataset is the University of California Irvine (UCI) Machine
Learning Repository. The heart attack dataset provided by the
UCI is heart disease diagnostic data collected based on four
sources, namely the Cleveland Clinic Foundation (Cleveland
data), Hungarian Institute of Cardiology, Budapest (Hungarian

data), VA Medical Center, Long Beach, CA (long-beach-va
data), and University Hospital, Zurich, Switzerland (Switzer-
land data). Data from these various sources was published by
UCI into a dataset of diagnoses of heart disease patients which
can be used for prediction of heart disease patients (Jasoni and
Steinbrunn, 2013). The heart disease patient dataset contains
76 attributes, but only 14 attributes that affect heart disease
(Zriqat et al., 2016). The heart attack dataset has incomplete
data about 491 missing data from several attributes (Misir and
Samanta., 2017). Although it has weaknesses in the complete-
ness of the data and attributes used, the heart attack dataset has
been widely used in various studies to diagnose patients with
heart disease.

Missing data problems can occur in various datasets not
only in UCI heart disease dataset, such as gene and microarray
data (Moorthy et al., 2014), medical data (Karim et al., 2017
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Purwar and Singh, 2015), credit data (Crone and Finlay, 2012;
Lan et al., 2020), software quality dataset (Huang et al., 2017;
Jing et al., 2016), etc. The Missing data problems are a com-
mon problem in real-world data classification. Therefore, a
strong classification method is needed when classifying data
that has missing data problems in its dataset domain (Soma-
sundaram and Nedunchezhian, 2012). Missing data is caused
by several things including errors in manual data entry proce-
dures, equipment errors or wrong measurements (Purwar and
Singh, 2015). Incomplete dataset will affect the accuracy of the
data mining model, it can give biased results, and reduce the
efliciency of the computation process because there is missing
information in the dataset (Choudhury and Pal, 2019). The
missing data can significantly reduce the accuracy and useful-
ness of the assessment model especially in missing cases with
lots of variations and can also cause errors and confusion in
interpreting the data. The Missing data compromises the qual-
ity of the data, and in turn affects the accuracy of the model
derived from the data (Karim et al., 2017; Silva-Ramirez et al.,
2011). Unfortunately, missing data in the dataset have a neg-
ative impact on estimation accuracy and hence, may lead to
inconsistent results. Many estimation models cannot directly
handle missing data values; therefore, the preprocessing stage
becomes indispensable for modern estimation processes in
software engineering (Huang et al., 2017).

The preprocessing step is the process needed to clean and fil-
ter target data because data collection is rarely complete and per-
fect (Salleh and Samat, 2017). So, the preprocessing method
is an important role in the data mining task. Preprocessing is
an important step for filtering and cleaning the dataset before
it can be trained at the data mining stage so that the data used
is of best quality (Crone and Finlay, 2012). The ability to han-
dle missing data has become a fundamental requirement for
pattern classification, because improper treatment of missing
data can lead to misclassification results (Garcia et al., 2015).
Nowadays, most of the algorithms in data mining have not been
able to directly handle the problem of missing data. According
to Eekhout et al. (2014); Poolsawad et al. (2012); Vazifehdan
et al. (2019), there are several techniques for handling missing
data, namely; the first is Deletion, namely deleting an instant
(record) or an incomplete attribute and the classification only
uses the complete part of the data. The second is the imputa-
tion or estimation of missing data will be used in classification.
The third is ignore, Third is ignore, which is using data directly
without handling missing data in a data set The simplest way
to deal with this problem is deletion, i.e. deleting data that has
missing data directly. However, this is only suitable for very
small loss rates of 1-5% (Vazifehdan et al., 2019). Otherwise,
if there is too much missing data on an attribute that there is
little bit of information about the data, then the attribute can
be removed from the data set because the information that
attribute is incomplete (Shah et al., 2017). Removing miss-
ing data in a dataset sometimes has a negative impact on the
accuracy of estimates and hence results in inconsistent results

(Lan et al., 2020). Deletion has been widely adopted to handle
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missing data during data preprocessing (Huang et al., 2017;
Malarvizhi and Thanamani, 2012). The method of imputa-
tion missing data was to replace missing variables with value
estimates that can maintain data completeness (Choudhury
and Pal, 2019). The imputation method is a solution that can
handle the problem of missing data where the missing data
attribute is estimated or replaced by using various methods
including statistical methods, such as mean or mode, machine
learning, and others (Garcia et al., 2015; Luengo et al., 2011;
Tsai et al., 2018).

There are some method and technique can use for impu-
tation missing data. The simplest statistical method is mean
method for numeric attribute and modes that focuses on the
value of an attribute which appears frequently for imputation
of category attribute (Eekhout et al., 2014; Mehrotra et al.,
2017; Nishanth and Ravi, 2016; Silva-Ramirez et al., 2011).
According to Eeckhout et al. (2014) the mean imputation can
lead to biased estimates for each data scenario when the in-
cidence of missing data in a domain is more than 10%. The
mean imputation can also produce biased results if the obser-
vational needs a relational value between variables, because it
does not consider the existing relational value variables (Ped-
ersen et al., 2017). Another shortcoming is the mean method
cannot be used to represent data for the values in the attribute
are extreme. Conversely, the mode is the easiest way to impute
categorical data, but the results given will be biased if the mode
value is more than one or even the mode value is not found
in the attribute that has missing data. Another disadvantage
of the imputation mode is that it ignores the variance of the
population or sample that exists (Nishanth and Ravi, 2016).
The mean and mode methods are very suitable for imputa-
tion of missing data at a single value where the percentage of
missing data is not too large. Currently, more complex impu-
tation approaches using machine learning approaches, such as
Random Forest (Stekhoven and Bithlmann, 2012), Neural Net-
works (Nishanth and Ravi, 2016; Rahman and Davis, 2012),
K-Nearest Neighbor (KNN) (Manimekalai and Kavitha, 2018),
K-Means (Poolsawad et al., 2012), Decision Tree (Chauhan
etal., 2013), Deep Learning (Ting et al., 2020). Approaches
with mechanical learning such as Neural Networks is an alter-
native to best imputation results but take more time than the
statistical approach and it is not effective for small amounts
of missing data (Tsai et al., 2018). Apart from deleting and
estimating missing data by imputation, attribute selection also
influences the classification or prediction results. Irrelevant
attributes do not affect the description of target class. The
redundant attributes do not contribute to anything but they
create bias in the classification results (Shilaskar and Ghatol,
2013).

According to Pedro, at least 45% of the data set provided by
the UCI had a problem with missing data, including the heart
data dataset. Several studies to predict or classify heart disease
disordered in the heart disease dataset both deal with missing
data by signing it, deletion data, imputation data and elimina-
tion by using the selection attribute (attribute). Al Khaldy and
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Kambhampati (2016) predicted the pattern of heart disease by
applying machine learning to predict heart disease problems
regardless of the existence of missing data in the dataset. Salleh
and Samat (2017) applied Fuzzy C-Means and Particle Swarm
Optimization to import missing data on heart disease dataset
regardless of the percentage of missing data on each attribute.
Choudhury and Pal (2019) showed that the Neural Network
method had stable performance for attribute that have 1-10%
missing data, but their performance greatly improved when
working on attribute that have 50% missing data. Unfortunately
it did not explain how the data handler handled more than 50%
of missing data. Tsai et al. (2018) implemented imputation
of missing data using class center method, namely by finding
the center of each class and measuring the distance between
classes to estimate the missing data threshold in the dataset.
The accuracy in this study was only 78% without explaining
the classification or prediction method used to detect cardiac
disorders. Silva-Ramirez et al. (2011) applied a Neural Net-
work to impute the missing data which amounts to no more
than 5% but it did not explain the difference in results if the
missing data was only 1% or greater than 5%. Subbalakshmi
etal. (2011) combined several imputation methods, namely
LOCF, Mean-Mode and IV but it did not explain the imputa-
tion method used by each attribute. Herndndez-Pereira et al.
(2015) compared Mean or Mode Imputation, Multiple Linear
Regression, Hot-deck, K-NN, and Neural Network (NN) to
handle missing data. The result of in this study showed that
the performance of NN provides the best performance for han-
dling missing data. Several studies conducted deletion of data
on attributes that deemed to have less significant influence on
heart disease dataset (El-Bialy et al., 2015; Long et al., 2015).

The heart disease dataset has several attributes that have
different amounts of missing data. The study focused how
to handle the missing data on heart disease dataset and tried
to use multiple ways to overcome the problem. This study
was not only use one technique or method for some attributes
but it used multiple ways namely Deletion technique, Mean,
Mode and Artificial Neural Network methods for imputation
missing data. This study tried to get the advantages of each
technique and methods to solve the problem of missing data.
The Deletion technique was used in the study for attributes
where the amount of missing data was more than 70% because
the information available for the attribute was considered in-
sufficient. The Mean and Mode methods used for attribute
that had missing data lower or equal with 1%, because mean or
mode method are suitable for missing data with a single value
and the amount of missing data is not too much (Nishanth and
Ravi, 2016). For attribute that had amount of missing data
more than 1%, the study used artificial neural network because
some researches has been showed than Artificial Neural Net-
work (ANN) method was greatly to impute missing data that
had amount more than 1% (Choudhury and Pal, 2019; Tsai
et al., 2018). The utilization for each technique and methods
in the study was adjusted to the percentage amount of missing
data from each attribute in the dataset at the pre-processing
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step to get best data quality and provide best results in classifi-
cation. Performance measurements of a classification method
that were usually used include accuracy, specificity, sensitivity
and ROC (Desiani et al., 2021; Resti et al., 2021). This study
used accuracy, specificity, sensitivity and ROC to measure the
performance classification in the proposed method.

2. EXPERIMENTAL SECTION

2.1 Materials

In this research used secondary data, namely data on patients
with heart disease obtained from the University of Califor-
nia [rvine (UCI) Machine Learning Repository which can be
downloaded at their official website (Statlog, 2004). Data were
obtained from 294 patients suspected of having heart disease.
The data contains 14 attributes that are used as influential at-
tributes in diagnosing heart disease, among others age, gender,
type of chest pain, blood pressure, cholesterol, sugar levels,
electrocardiography, maximal heart rate, induced angina, old
peak, slope, fluoroscopy, heart rate and attributes as labels con-
taining the categories healthy and sick. All attributes and values
and types of each attribute can be seen in Table 1.

2.2 Methods
All of stages of the proposed Method in the study can be seen
in Figure 2. The stages are :

2.2.1 Handling Missing Data

Deletion, the attributes that have a percentage of missing datas
of more than 70% are deleted and dropped from the data set
because they are considered not representative and have insuf-
ficient information. Attributes that have missing data of less
than 70% will be imputed missing data. Mean and Mode Impu-
tation, the mean method that has number of missing data less
than 1% will be predicted using calculate mean of the attribute
or attribute with categorical type that has number of missing
datas less than 1% of the total data will be predicted using the
mode imputation. For attribute with numeric (integer or real)
that has number of missing data less than 1% will be predicted
using calculate mean of the attribute. Artificial Neural Network
Imputation, for missing data with an amount of more than 1%,
it will be imputed using a Artificial Neural Network (ANN). In
this step, data will be split into 2 group, first was data training
and the second as data testing. The ANN for this step was used
3 layers, namely input layer, one hidden layer and output layer
(Figure 1).

The first step that must be done in the training stage is
normalizing the input data only for the continue or numeric
attribute on the dataset, because the data range for the continue
attribute is different so the data must be normalized by

o =21 (1)

tb—a

Next initialize the weights for each input and bias in Figure
1 associated with the hidden layer. Then Calculate the input
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Output Layer

Hidden Layer

Figure 1. Artificial Neural Network with 8 Layers

value for each unit using Equation (2) based on Figure 1, is the
jth neuron in the hidden layer.

n
Zinj = ) wjia] +b; @)
i=1

Where wj; is the weight for the i-th neuron in the input
layer and the j-th neuron in the hidden layer and b; is the bias
to calculate z; . After that, calculate all the activation values
as the output of each hidden layer (¢;,) to the output layer (y)
with the sigmoid function as the activation function in equation
(3). Next step is calculate the input value (y;,;) for the output
layer using Equation (4).

1
ép = T30 3)
»
Yinj = kajzj + by “)
=

Where v is weight for the j-th on hidden layer and the

k-th neuron on output layer. b is bias is a bias to calculate y; .

After that, calculate activation function (¢,) as input for output
layer (y;,j) on every the j-th of input using Equation (5).

1
T 1 4 e Ving

®o (%)

Perform the backpropagation of error stage by calculating
the unit error factor (§) based on the error on input (y;,;) on
output layer for each output )y, with Equation (6).

O = (e = Po) ' ink) = (e = o)y (1 = ) (6)

6y is the error unit that will be used in changing the layer
weight with (#) being the k-th output target. Next step is
calculate the value of the weight change (Av;;) in Equation
(7) which is used to update the weight value of v;; on the
hidden layer z; based on the activation value (¢,) that has
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been calculated previously, with the learning rate acceleration

(@=0.1)

Avyj = adyz; (7)

Calculate the value of the change in bias (Ab) which is
used to update the bias value b, at the output layer y based on
the value of learning rate and unit error (6;) and Calculate the
unit error (8;,;) that comes from the output layer to the hidden
layer using Equation (9).

Aby = adyz; 6))
Ginj = Z 00k )
k=1

Next, it should calculate the hidden unit error (6;) in the
hidden layer using Equation (10) and Calculate the change
weight value of w which is then used to update the weight value
Of w,’j .

8; = 6injf (zinj) 10

Aw;; = adjx; (11)

For the bias, calculate the value of the change in bias (Ab;)
based on the unit error (6;) on hidden layer. After that, Update
each bias and weight on the hidden layer with the Equation
(18) and Update each bias and weight on the hidden layer with
the Equation (14).

Abj = ad; (12)
wji (new) = wj; (old) + Awj; (13)
vj(new) = vy (old) + Avy; (14)

Update the weight on the bias by using Equation (15) to ob-
tain the new bias weight value (b;(new)) in the hidden layer and
Equation (16) for the new bias weight value (b;(new)) in the
output layer. The calculation steps for the training phase are
carried out on all existing input data until the weights no longer
experience significant differences or depend on the epoch spec-
ified for each attribute.

bj(new) = b;(old) + Ab; (15)
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by (new) = by (old) + Aby (16)

At this testing phase , the weights generated by the ANN
were applied to the testing data to test the performance results
of the ANN. The steps needed were to take the last weight
at the training stage and classify it with Equations (2) and (4)
then compared the labels of the classification results with the
original labels of the data. The comparison is used to measure
the results in the accuracy, specificity (SP), and sensitivity (SN)
performance for ANN. Another way to The measure the ANN
performance for every attribute, the label classification in each
method was compared with the original label to calculate the
difference or error that occurs. The error is calculated based
on MSE. The smaller value of MSE, it can be considered that
the network architecture is better (Saputra et al., 2017). The
value of MSE could be calculated using the following Equation

(17).

MSE = Z (yn—_@ (17)
i=1

Where y; was the output label on the data set which had n
quantities and (y) was the predictive value of the model.

2.2.2 Filling Imputation Result

The results of imputation missing data were put back to each
attribute that has a missing data, so that the dataset had no more
missing data or in another word the dataset was completed.

2.2.3 Analysis

At this stage, testing of the complete dataset is carried out by
calculating the resulting performance of classification methods
namely accuracy, specificity (SP), sensitivity (SN) and ROC.
The methods that used for classification on complete dataset
were Artificial Neural Network (ANN), Naive Bayes, Support
Vector Machine (SVM) and K-Nearest Neighbor (KNN). The
completed data was divided using a percentage split, which was
80% as training data and 20% as testing data. In Naive Bayes, it
used Gaussian Naive Bayes. Gaussian Naive Bayes was used
because the dataset consists of categories and continuous types
data, while in SVM, it use the One Agains One method because
the label on the data was binary (2 labels). In the KNN method,
it used k = 3. This has been proven during trials by giving
different k values (1-8). At the value of k = 8 the performance
value of KNN gave the highest results and decreased for k>3.
The ANN at this stage used an architecture similar to the ANN
at the imputation stage of missing data using Figure 2.

3. RESULTS AND DISCUSSION

3.1 Attributes Deletion

The 14 attributes in the dataset were calculated for the pre-
sentation of each of the total number of existing data. The
attributes that had missing data and their percentages could be
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Eliminate Attributes That
Have Missing Data

Missing Data=70%

ANN Method

Missing Data <1%

Yes
Mean and Mode
Method

Yes

» New Dataset

| Classification Data |

Figure 2. The Stages in Proposed Method

seen in Table 1. From Table 1 it could be seen that the backup
attribute had a very large missing data, namely Ca attribute
and Thal attribute. Ca attribute had 98.97% missing data and
Thal had 90.47% missing. It mean that there were a lot of
lack of information that we got from these two attributes so
that the attributes were dropped and deleted from the dataset.
Meanwhile, 7 other attributes had missing data which was still
quite low below 70%.

3.2 Imputation of Missing data

3.2.1 Attributes with less than 1% Missing Data

From Table 1, it was known that the very few attributes that had
missing data (under 1%) were the Trestbps, Restecg, Thalac and
Exang attributes so that to predict missing data in the data set,
it was enough to use a simple method, namely the mean (for
continuous or numeric data types) and the mode for data of
type category. Trestbps and Thalac imputed missing data using
the mean method because they each has only had 1 missing
data of the total 249 available data. By mean XXX, the missing
data for Trestbps was obtained =182.58 and missing data for
Thalac was r=189.18 . For attributes of type category such
as restecg and exang, the mode value was be used to import
the missing data. The Restecg attribute had 8 types of data,
namely 0 for normal. 1 for ST-T wave abnormalities and 2
for left ventricular hypertrophy. In the Restecg attribute the
value of the most data was owned by the normal label (0), then
the missing data in the restecg attribute was filled with the label
0.The Exang attribute had two labels 0 for no and 1 for yes. 0
label was as many as 204 data and 1 label was as many as 89
data. The mode in Exang attribute was 0 label then the missing
data was imputed with a 0 label.

3.2.2 Attributes with more than 1% Missing Data

For imputation on attributes that use ANN, the attribute of type
numeric or continuous must be changed to categorical form
because they would be used as classification labels on training
stage. There were three attributes with missing data above
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Table 1. Attributes, Values, Total and Percentage of Missing data of Heart Disease Dataset

Number of Percentage of
Attributes Values Missing Data  Missing Data (%)
Age In years 0 0
Sex Male, Female 0 0
Chest Pain Abnang, Angina, 0 0
Type (cp) Asympt, Notang
Trestbps 94,0 - 200,0 1 0.34
Cholesterol (chol) 126,0 - 564,0 23 7.82
Fasting Blood Sugar (Fbs) True, False 8 2.72
Resting ECG (restecg) Norm, Hyp, Abn 1 0.34
Max Heart Rate (thalach) 99,0 - 103,0 1 0.34
EXCI‘C.ISC Induced True, False 1 0.34
Angina (exang)
Oldpeak 0,0 - 6,2 0 0
Slope Down, Flat, Up 190 64.4
Number of
Vessels Colored (ca) 0,0-3,0 291 98.97
Thal Normal, Rever, Fixed 266 90.47
Diagnosis of Healthy, Sick 0 0

heart disease (Num)

1%, namely attributes of fasting blood sugar (Fbs), cholesterol
(Chol) and Slope so the ANN imputation were applied for the
attributes. The Fbs attribute had missing data as much as 8
data and has two categories, namely patients who had blood
sugar > 120 mg/dl with 2 categories, there were 1 to state the
patient had blood sugar > 120 mg/dl and 0 to state the patient’s
blood sugar <120 mg/dl. Cholesterol (Chol) attribute was
cholesterol of a patient that had in mg/dl and the attribute had
23 missing data. Chol had a continuous data type, which could
be predicted using Artificial Neural Network (ANN). Data on

Chol attribute should be converted into categories as label data.

Chol attribute could be categorized into 3 labels very high(0) :
> 200 mg / dl, High(1): 160-200 mg / dl, Normal (2): <160
mg / dl (Rahakbauw et al., 2016). For Slope attribute, it was
used to represent the Slope of the ST segment at (peak). There
were three labels, namely 1: up, 2: flat, 3: down. Missing data
on the Slope attribute was 114 data. The imputation using
ANN were applied for each attribute (Fbs, Chol and Slope) to
guess missing data on the attribute.

The results of imputation using ANN were measured based
on the values of accuracy, SP, SN and MSE generated by each
attribute. The results of these measurements could be seen
in Figure 3. In Figure 3 it could be seen that ANN worked
very well in imputing missing data on the Fbs attribute with
an accuracy of 95.46, SP of 97.69, SN of 62.5 and MSE of
0.06. While on the Chol attribute the measurement results
were quite good with an accuracy of 75.75% and an MSE of
0.0765, but the specificity and sensitivity were still low below
60%. The results of the ANN imputation on the Slope attribute
were quite low where the accuracy and sensitivity values were

© 2021 The Authors.
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Figure 3. Comparison of Accuracy, Specificity (SP), Sensitvity
(SN) and MSE for Imputation

still below 60% but the resulting specificity was quite good
at 74.62%. The result of attributes deletion and imputation
method would applied into heart disease dataset. The data that
has been obtained from the handling missing data was returned
into initial dataset. Thus, the new dataset did not have missing
data and total number of data used for classification was 294
patient data with 12 attributes where 11 attributes as input and
1 attribute as labels (Num attribute). The label Num contained
2 categories, 0 for healthy and 1 for sick. After the process
of filling in the imputed data, the results are entered into the
data set. The next process was to apply classification methods
into heart disease dataset to see the effect of handling missing
data with deletion and imputation methods on classification
process.

3.3 Filling in Imputation Missing data to Dataset
The data that has been obtained from the results of technique
and method of handling missing data on returned into the
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Table 2. Comparison of Research Results on The Proposed Method with Previous Research

The Handle Missing Data Method Data set Prediction Method SN SP  Accuracy ROC
A hybrid Bayesian network
and tensor factorization Breast Cancer C45 78.55 92.83  89.29
approach (Vazifehdan et al., 2019)
Fuzzy C-Means and Framingham
Particle Swarm Optimization Heart Decision Tree - 0.846 86.3 0.83
(Salleh and Samat, 2017)
Not handling missing Heart Disease Naive Bayes 82.3 0.845 81.97 -
data (Apurb et al., 2020) Y ) ’ )
ANN and T-test attribute .
selection (Poolsawad et al., 2012) Heart Failure ANN 76.8  0.803 ) )
ANN and nonlinear
gain analysis attribute Heart Failure ANN 69.5 0.769 - -
selection (Poolsawad et al., 2012)
SVM Imputation Cleveland
(Al Khaldy and Kambhampati, 2016) Heart Failure Random Forest 97.1 4851 84.97 )
chaos firefly algorithm Heart Interval
and rough sets based disease Type-2 Fuzzy 84.9 93.3 88.3
attribute reduction (Long et al., 2015) dataset Logic System
K-means Clustering Wisconsin
(Purwar and Singh, 2015) Breast Cancer ANN 9991 99.54 99.39 1
Artificial Neural Network Respiratory Neural
(Herndndez-Pereira et al., 2015) MIASOFT Network feed 09.63  84.44 79.03 80
Maximum Likelihood Hungarian Batch
(Misir and Samanta., 2017) data set backpropagation 86.51 9.8 99.86 )
Fuzzy K-Mean Clustering Cardiovascular Decision tree 30 0.7 0.64 -
(Rahman and Davis, 2012) ’ ’
a combination of Internet
split data and FKmeans of Thing Random forest 99 1 99.43 0
(Vangipuram et al., 2020)
Refined Mean Substitution
(Somasundaram and Nedunchezhian, 2012) Breast Cancer Fuzzy C-means 95.29 85.75 91.78
Proposed method Heart disease Neural Network 94.2 942 94.23 0
Proposed Method Heart disease Naive Bayes 87.76  87.6 87.5 0
Proposed Method Heart disease SVM 90 90 90 84
Proposed Method Heart disease KNN 90.48 0.905 90 90

initial dataset. Thus, the new dataset did not have missing
value. After the process of filling in the data imputation results
into the data set, the next process was to classify heart disease
on the new dataset to see the effect of handling missing data
on classification of heart disease. The total number of data
used for classification was 294 patient data with 12 attributes
whereas 11 attributes as input and 1 attribute as label namely
Num attribute. The Num contained 2 categories, 0 for healthy
and 1 for sick as a label in dataset.

3.4 Disccussion

In this study the data from the proposed method were applied
to several kinds of classification methods. The results of the
imputation of missing data using Deletion, Mean, Mode and
ANN techniques were analyzed to see if they were able to

© 2021 The Authors.

improve performance on classification using the ANN, Naive
Bayes, SVM, and KNN methods. To analyze the effect of
imputation on missing data. The new dataset was tested us-
ing several methods, namely the ANN, Naive Bayes, Support
Vector Machine (SVM) and KNN to see the effect of missing
data imputation on the performance of classification methods.
The results of classification testing showed that missing data
imputation increased the accuracy, sensitivity (SN) and speci-
ficity (SP) for each method. Figure 4 showed that there was
an increase for accuracy, SN and SP in the new dataset. From
Figure 4, it could be seen that the highest increase was obtained
in classification using the ANN.

The comparison of results classification on the data before
and after handling missing data was not sufficient to evaluate the
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Figure 4. Comparison of Accuracy, Specificity (SP) and
Sensitivity (SN) in Prediction of Heart Disease Dataset

success without comparing the results of the proposed method
with other methods carried out in other studies. The results
of this research were also compared with some other studies.
Table 2 showed several studies using various techniques to deal
with the problem of missing data by using various data sets,
either heart disease by UCI or other datasets. From Table 2,
the highest accuracy, SN and SP values were obtained by Pur-
war and Singh (2015), even the ROC value obtained at the
highest value, but the missing data in the study was only 16
out of 569 data. The study by Vangipuram et al. (2020) also
had the highest test results compared to other studies, but the
total missing data was only 0.072% of 2050 total data from
12 attributes. The test results on Al Khaldy and Kambham-
pati (2016) also had higher accuracy than the accuracy of the
proposed method, but the specificity value was lower than the
specificity on the proposed method. The accuracy in the Sub-
balakshmi et al. (2011) was also very high, but unfortunately
the SN value obtained was very small. From Table 2 it could
be seen that the results of the accuracy of the proposed method
were better than several other studies. The results of the sensi-
tivity and specificity of the proposed method were also good,
it was seen that the values obtained were higher and balanced
than the other studies. Several previous studies did not show
the sensitivity value obtained, some other studies also did not
show the accuracy or ROC result that was successfully obtained
in the study. From this comparison, it could be concluded that
the proposed method was very suitable to be used for imputing
missing data and could increase the accuracy, sensitivity, and
specificity values which were very good above 85% by different
classification methods.

4. CONCLUSIONS

The handling missing data in the study used 8 ways, first dele-
tion technique for attributes that had missing data more than
70%. The second was the mean for numeric or continue data
and mode imputation method for category data to handle miss-
ing data which the amount missing data was less or not more
than 1%, namely the Trestbps and Thalac attributes by mean
method, Restecg and Exang attributes by mode method. The
third method was Artificial Neural Network (ANN) for at-

© 2021 The Authors.
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tributes that had total missing data more than 1%, namely Fbs,
chol, and Slope attributes. The resulting MSE shows that ANN
was very good to impute missing data on the FBS and Chol
attributes where the resulting MSE results were relatively small.
But for imputing missing data on the Slope attribute, ANN was
less suitable for use because the MSE result for the attribute
was still relatively big. The performance showed the imputa-
tion results of the Fbs and Chol attributes by ANN better than
other methods. It could be seen from the accuracy obtained
above 75%. Unfortunately, the accuracy obtained by the Slope
attribute was not very satisfying, it is only 52%. Although the
performance results on the Slope attribute from both MSE
and confusion matrix measurements were not satisfactory, the
results of imputation carried out with the proposed method
could improve and increase the accuracy, sensitivity (SN) and
specificity (SP) of classification performance on the UCI heart
disease data set. The classification performance of ANN, Naive
Bayes, SVM and KNN proofed that their performance has
been increased when the methods worked on new dataset that
has been handled the missing data problem compared theirs
performance on original dataset. This research can be devel-
oped further by applying other imputation methods for missing
data, especially for the slope attribute which has a low accuracy
value and a large MSE.
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