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Abstract

Cervical cancer is one of the deadliest female cancers. Early identification of cervical cancer through pap smear cell image evaluation
is one of the strategies to reduce cervical cancer cases. The classification methods that are often used are SVM, MLP, and K-NN. The
weakness of the SVM method is that it is not efficient on large datasets. Meanwhile, in the MLP method, large amounts of data can
increase the complexity of each layer, thereby affecting the duration of the weighting process. Moreover, the K-NN method is not
efficient for data with a large number of attributes. The ensemble method is one of the techniques to overcome the limitations of a
single classification method. The ensemble classification method combines the performance of several classification methods. This
study proposes an ensemble method with the majority voting that can be used in cervical cancer classification based on pap smear
images in the Herlev dataset. Majority Voting is used to integrate test results from the SVM, MLP, and KNN methods by looking
at the majority results on the test data classification. The results of this study indicate that the accuracy results obtained in the
ensemble method increased by 1.72% compared to the average accuracy value in SVM, MLP, and KNN. for sensitivity results, the
results of the ensemble method were able to increase the sensitivity increase by 0.74% compared to the average of the three single
classification methods. for specificity, the ensemble method can increase the specificity results by 3.4%. From the results of the
study, it can be concluded that the ensemble method with the most votes is able to improve the classification performance of the
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single classification method in classifying cervical cancer abnormalities with pap smear images.
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1. INTRODUCTION

Cervical cancer is an abnormal proliferation of cells in the
cervix (lower part of uterus/womb) caused by the Human Pa-
pilloma Virus (Arbyn et al., 2020). The pap smear is a screening
test for cervical cancer for women that determines whether or
not there are alterations in uterine cells that are at risk of devel-
oping into cancer (Demirtas and Acikgoz, 20138). Observation
of pap smear cells directly under a microscope requires high
accuracy and error range in monitoring. The machine learn-
ing approach can be used to recognize cervical cancer in pap
smear cells because machine learning has various classification
methods. using the machine learning classification method can
help doctors diagnose cervical cancer earlier.

Several studies on cervical cancer classification have been
conducted by Wu and Zhou (2017) using the Support Vector
Machine (SVM) method and have an accuracy, sensitivity, and
specificity of 90.18%, 98.73%, and 85.64% respectively . Iliyasu
and Fatichah (2017) used the K-Nearest Neighbors (KNN)

method on the Herlev dataset to classify cervical cancer into
two classes. This study produced poor accuracy, sensitivity,
and specificity results, namely below 72%. In addition, Asadi
et al. (2020) used the multi-layer perceptron (MLP) method
with high accuracy, sensitivity, and specificity of 90.9%, 90%,
and 91.5% respectively. The SVM, KNN, and MLP methods
offer a number of advantages and drawbacks. The advantages
of the SVM method include the ability to identify different
hyperplanes by maximizing the distance between two different
classes and having very good performance on data with two
classes (Chen et al., 2020; Yadav and Thareja, 2019). Mean-
while, the weakness of the SVM method is that it is not efficient
at working on large amounts of data (Zhang et al., 2018a). The
advantages of the KNN method are its simplicity of calculation,
relatively high accuracy for data with few labels, and suitability
for non-linear situations (Taunk et al., 2019; Wang et al., 2020;
Zhang et al., 2018b). The weakness of the KNN method is

unable to handle data with a large number of features and is
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necessary to choose the appropriate k parameters to achieve
high accuracy (Campos et al., 2016; Lee and Styczynski, 2018).
The advantage of MLP is suitable for numeric data types and is
able to solve non-linear problems (IHemalatha and Rani, 2016;
Hussain et al., 2020). Meanwhile, the weakness of MLP takes
a very long time to train large amounts of data. Large amounts
of data can increase the complexity of each MLP layer and
result in a long weighting process (Joshuva et al., 2020; Pham
etal., 2017).

A classification problem that uses only one classification
method is known as a single classification method. The single
classification method has the disadvantage of not having alter-
native choices to improve performance on the classification
results. The ensemble method is one technique to overcome
the limitations of a single classification method (Wang and
Srinivasan, 2017). The ensemble method is an approach to
combine the performance of a single classification method to
make the classifier have better performance results (Ferrari
and Bacciu, 2021). There are many techniques in the Ensem-
ble Method, namely Majority Voting, Weighted Average, and
Ranking (Araque et al., 2017). The advantages of the Majority
Voting technique include the ease of implementing a single
classification technique and its easy operation by involving the
selection of the majority class from each class prediction pro-
duced by a single classification method (Raza, 2019). Bora
et al. (2017) applied Ensemble with the LSSVM, MLP, Ran-
dom Forest, SVM, and KNN methods in the classification of
Cervical Cancer with three classes, the results of applying the
ensemble method increased accuracy by 9.52% of the average
accuracy of single classifier methods. Chandra et al. (2021)
combined the SVM, Decision Tree, K-NN, Naive Bayes, and
Artificial MLP to create an ensemble method for Covid-19
classification. The results indicated that with ensemble major-
ity voting, the accuracy increased by 8.93%. Raza (2019) used
ensemble and Chi-square methods to classify DDoS attacks
and was able to increase accuracy by 2.017% to 99.68%. Mean-
while, Karim and Neehal (2019) applied the ensemble method
to classify cervical cancer at the University of Caracas with an
accuracy of 98.12%.

This study applies the Ensemble Method with the Majority
Voting technique in order to overcome the limitations of a sin-
gle classification. The single classification methods in this study
are SVM, MLP, and K-NN methods. There are two labels
used, namely normal and abnormal. Each performance result
of a single classification method will be measured based on the
accuracy, sensitivity, and specificity of each method. The next
step is the application of the ensemble method to the perfor-
mance results of each single classification method by majority
voting, namely determining the label of a data based on the
most label choices in the test data from each single classification
method. The results obtained from the ensemble method are
also measured for accuracy, sensitivity, and specificity and then
compared with the performance results from the single classifi-
cation method to find out to what extent the ensemble method
with the majority voting is able to improve the performance
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results of SVM, MLP, and KNN.

2. EXPERIMENTAL SECTION

2.1 Materials

The data for this study were derived from the website http:/mde-
lab.aegean.gr/index.php/ downloads via Herlev University’s
data bank, based on Jantzen et al. (2005). The dataset contains
917 images that have been extracted into a.csv file with 21
attributes.
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Figure 1. Pap Smear Cell Image from Herlev Dataset
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Pathologists have observed cell properties such as cell color,
nucleus size, cytoplasm, and cell area to determine the char-
acteristics of Normal and Abnormal cells as shown in Figure
1. These characteristics are expressed as intensity and shape
features. These characteristics present if cervical cells exhibit
abnormal characteristics, as cells infected with Human Papil-
loma Virus (HPV), which can progress to cancer, exhibit certain
biological alterations such as an expanded nucleus size and a
darker nucleus color than normal cells (Bora et al., 2017). The
distribution of pap smear cell data is shown in Table 1.

2.2 Data Normalization

At this stage, the cervical cancer data is normalized so that the
intensity value in each data does not have a range that is too far
away so that the data remains consistent. The normalization
data used in this stage is mini normalization, as defined by

Equation (1) (Desiani et al., 2022):

o= I — mean 1)

standard deviation

Where, 2’ is the new value that will be utilized as the classifi-
cation’s data. The dataset has a different type for each attribute,
so it needs to be normalization. The results of data normaliza-
tion using Z-Score standart with the Weka application can be
seen in Figure 2 and 3. Figure 2 and Figure 3 show the interval
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Table 1. Distribution of 917 Pap Smear Cells

Subtotal  Total
Class  Category Cell Type Cell Cell
1 Normal Supcrﬁci'al squamous 74
epithelial
2 Normal Intermedl.ate . 70 242
squamous epithelial
3 Normal Columnar epithelial 98
Mild squamous
4 Abnormal nonkeratinizing 182
dysplasia
Moderate squamous
5 Abnormal non-keratinizing 146
dysplasia
Severe squamous
6 Abnormal non-keratinizing 197 675
dysplasia
Squamous cell
7 Abnormal carcinoma in situ 150
intermediate

graphs between normal and abnormal of nucleus area attribute
and cytoplasm attribute.
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Figure 2. Interval Data Nucleus Area after Normalization

2.3 K-Fold Cross Validation

In the next step, the data is divided using the K-Fold Cross-
Validation technique. K-Fold cross-validation chooses an arbi-
trary value of K to divide how much training data and test data
are needed. the Herlev dataset has 917 pap smear image data,
so the k chosen is 10, which means that the data is divided into
10 groups and used alternately were 9 groups are training data
and 1 is the other group as testing data so that the total training
is carried out 10 times.

2.4 SVM Method

The SVM method is a machine learning system that employs
a hypothetical space in the form of linear functions in a high-
dimensional feature and is trained using an optimization-based
learning theory. The selection of the appropriate kernel func-
tion is critical and vital, as the kernel function determines the
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Figure 3. Interval Data Cytoplasm Area after Normalization
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feature space in which the classifier function will be searched.
The SVM concept is to identify a hyperplane that divides data
sets linearly into two classes (Iliyvasu and Fatichah, 2017). To
put it simply, the SVM concept is to discover the best hyper-
plane that acts as a separator between two classes in the input
space (Iliyasu and Fatichah, 2017). SVM linear classification
is employed on data that can be separated linearly. Linearly
separable data indicates the number of distinct hyperplanes
that can be used to classify data (Figure 4).
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Figure 4. SVM Hyperplane Concept

Figure 4 presents data from members of class 1 and class
2. Hyperplanes are denoted by dotted lines in Figure 4, while
the margins show the distance between hyperplanes and data
closest to the hyperplane in each class. The hyperplane with the
highest margin is considered the optimal hyperplane (Schohn
and Cohn, 2000). SVM divides the dataset into 2 classes. The
first class is labeled -1, while the other classes are labeled +1.
The hyperplane function is given in Equation (2) (Schohn and
Cohn, 2000).

D(w) = wx; +b @)

W is a vector of dimension m that represents a vector line
perpendicular to the hyperplane line, b represents the bias, and
lin i=1,2,8,- - - [ represents the number of data. Inequality (3)
can be used to express the data @, belonging to the class (-1)
(Schohn and Cohn, 2000):
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wx +b < -1 3)

Meanwhile, the class (+1) follows the inequality (4).

Wi +b > +1 )

Class separation is accomplished by taking into account
inequalities (5).

yl(u_;l‘fl-'-b)zl 1:1,25,1 (5)

Additionally, the hyperplane becomes a decision function
as seen in Equation (6):

S@) =) (@i +b) = 1 (6)

i=1

Equation (7) is used to determine the final forecast results.

class = sign(f(z)) (7)

2.5 MLP Method

The MLP method is a method with a machine learning tech-
nique that mimics how human neural networks work. Learning
in this method is carried out by updating the backpropagation
periodically. MLP stages and work can be seen in Figure 5.

INPUT WEIGHT
x —
1
W, 1 Non-Linier Function
T2 VS |y =W
. w
Xm - 1

Figure 5. Mathematical Model of Artificial Neural Network

The mathematical notation in Figure 5 can be written in

Equation (8) (ILawal and Idris, 2020):

y = f(x1wy + 29w9 + - - - + 2y wy)ory = f(x, w) ®)

where fis a non-linear function or activation function.

The Sigmoid function is an activation function that is widely
used in MLP, where the sum of the weights of the many inputs
is entered into the activation function through the transfer
function to produce an output. If the MLP consists of multiple
layers, the inputs to each MLP layer are placed in a layered feed-
forward topology (Desiani et al., 2021). The output of a hidden
layer will be the input for the next hidden layer, the output
of the hidden layer is entered into the next hidden layer, and
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for each next layer the weights obtained are added separately.
According to Lawal and Idris (2020), the mathematical model
of a multilayer perceptron artificial neural network can be stated
as Equation (9).

4 n
Vi = Zwkj-f i+ invﬁ + Wi 9
j=1 J=1

2.6 KNN Method

The KNN method finds groupings of k objects in the training
data that are most alike (similar) to the objects in the new data
or data testing (Sinaga and Suwilo, 2020).

New
_ — Example to
classify

Y- Axsis
L ]

s Class A

* Class B

X- Axsis

Figure 6. Illustration of the KNN Method

Figure 6 demonstrates the existence of a large number of
data points classified into two classes, namely class A (red) and
class B (black). For example, in Figure 6 there is new data
(yellow color) that will be classified using the KNN method, so
to predict the class an arbitrary k value is taken which indicates
the number of nearest neighbors taken. In Figure 4 it can be
seen that there are k= 1 and k= 7. k= 1 means that new data
is grouped based on similarity to one of the nearest neighbors
while k-7 means that data is grouped based on its 7 nearest
neighbors. The proximity or similarity of neighbors is calcu-
lated using Euclidean Distance, which can be used in one di-
mension, two dimensions, or multi-dimensions. The Euclidean
distance is identical to the calculation of the Pythagorean dis-
tance, except that the Euclidean distance has dimensions greater
than two. Equation (10) shows the Euclidean formula for two
dimensions and Equation (11) for more than two dimensions
(Kataria and Singh, 2018):

dis(x, y) = y/ (@1 —y1)? + (@3 - 2)? (10)

dis(, 3) = /(@1 = 31)? + (23 = 9)% + - + (5 = 3)?

= Zn:(xz’ —yi)?
Ji_l

Based on Figure 6, after calculating the Euclidean distance
between the new data points (yellow) and other data points,

(an
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for k=1, it results in the nearest neighbor (the data in red). It
means that new data in yellow is included in the group labeled
red. For k= 7, it can be seen that the closest neighbor to the
yellow data is red data, and the new data can be grouped into
data labeled red.

2.7 Ensemble Methods
The Ensemble method combines many single classifications to
create new classifications that result in better performance (Di-
etterich, 2000). The ensemble method combines many single
classifications with the aim of maximizing the performance of
each classification in solving classification problems. This study
uses majority voting, which involves selecting the majority class
from a single classification group. Majority voting rules exist
in three forms (Dey et al., 2018):
a. Unanimous vote, in which all classifiers must agree with
the prediction.
b. A simple majority is voting that needs more than half of
all results of single classification methods.
c. Plurality or majority vote, namely voting is carried out
based on where the highest number of votes exceeds 50%.
Ensemble results through majority voting from single clas-
sification methods always improve performance predictions
(Dey et al., 2018). The final class is predicted with class la-
bel y via majority (plurality) voting of each classifier C;j(x) by
Equation (12).

7 =mode{C(z), Cao(x),---,Cj(x)} j=1,2,---,N (12)

j is the index for each class resulting from a single classifier
and N is the number of single classifiers used.

An illustration of the Ensemble method in this study can
be seen in Figure 7. In Figure 7 it can be seen that every
single classifier is selected based on the labels generated by
each classifier in the test data. The last label in the test data is
determined based on the results of majority voting in a single
classifier.

| Training Data |

i
Single 1 :
a ! 2 e —t |
Method ! Classification 1 Classification 2 Classification 3 '
! (SVM) (MLP) (KNN) ;
Result Weight 7~~~ " T T T T§TT T STT T TTT ST o T TRt TTT oo oo oy
of Single | Weight 2 !
Classification | i
|0 ST A e e

| Testing Data ‘
Result Class for 1= 77—~~~ " 3= "o --oooo ooy oo oooooooooeo oo oooo- 1
each Single 1 Class Result Class Result H
Classification | 0 M J

Method

Ensemble Method
with Majority Voting

Output Class

Figure 7. Majority Voting Ensemble Method Process
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In Figure 7, the training stage produces the weights used to
classify the test data into the available classes. After each test
data has been successfully classified into each class, an ensemble
is carried out with majority voting to see which majority of the
classes are selected for each test data. The selected majority
class will be the final class decision for the test data.

2.8 Evaluation

A confusion matrix was used to evaluate the results of this study.
Each result of SVM, MLP, and KNN methods is evaluated by
a confusion matrix to determine performance based on accu-
racy, sensitivity, and specificity. In addition, the performance
of the ensemble method is also evaluated based on accuracy,
sensitivity, and specificity to find out how much influence the
ensemble classification results obtained on the results of the

three single classification methods SVM, MLP, and KNN.

3. RESULT AND DISCUSSION

3.1 SVM Method

The SVM method in this study uses a linear kernel because
the data only consists of two normal and abnormal classes.
performance results on data testing with the SVM method can
be seen from the confusion matrix in Table 2.

Table 2. Confusion Matrix of SVM Method with Two Classes

Confusion Matrix

Normal (+) Abnormal (-)
Normal (+) TP= 193 FP=49
Abnormal (-) FN=17 TN= 658

Based on Table 2, the SVM method manages to get 92.80%
accuracy. The sensitivity results are 91.90% for the normal
class and 93.06% for the abnormal class. the specificity results
obtained are 97.48% for normal and 79.75% for abnormal.
These results show that SVM has a very good performance on
the test data, but the specificity obtained for the abnormal class
is still below 807% but the sensitivity is above 90%. The result
shows that SVM works better in classifying data that is in the
abnormal class than data that is not in the abnormal class.

3.2 MLP Method

In this study, the MLP method uses 3 layers, namely the input
layer, 1 hidden layer, and the output layer. MLLP performance
results at the testing stage for the Herlev Cervical Cancer dataset
with 2 Class Labels can be seen from the confusion matrix in
Table 3.

The MLP method produces an accuracy of 93.78% and
places it in very good testing data. The sensitivity results for
each class are 87.75% for normal and 95.98% for abnormal.
the specificity results for each class are 95.6% for normal and
88.84% for abnormal. These results indicate that MLLP works
very well in classifying pap smear cells. Unfortunately, MLP
works very well in recognizing abnormal classes compared to
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Table 3. Confusion Matrix of MLP Method with Two Classes

on Cervical Cancer Classification

Confusion Matrix

Normal (+) Abnormal (-)
Normal (+) 215 27
Abnormal (-) 30 645

normal class. it can be seen from the sensitivity results of
the normal class which is lower than abnormal class, but the
specificity results are the opposite.

3.3 KNN Method

Parameter k is chosen randomly and repeatedly. the results of
the confusion matrix for each k are calculated for the perfor-
mance results. the best performance results were obtained for
k= 3 with the confusion matrix as shown in Table 4. Table 4
represents the output of the KNN method training process on
the Herlev Cervical Cancer Dataset with two classes for k= 8.

Table 4. Confusion Matrix of KNN-Method

Confusion Matrix

Normal (+) Abnormal (-)
Normal (+) 200 49
Abnormal (-) 33 642

Based on Table 4, KNN obtains an accuracy of 91.8%. The
sensitivity results obtained are 85.83% for the normal class and
98.85% for the abnormal class. The results for the specificity of
each class are 95.11% for the normal class and 82.64% for the
abnormal class. The results show that KNN is able to classify
pap smear cells for new data but it still needs to improve for
sensitivity in the normal class and for specificity in the abnormal
class.

3.4 Ensemble Methods

An illustration of how the ensemble method works are shown
in Figure 8. In Figure 8 it can be seen that if new data should
be classified, the data must be classified first using a single
classification method. In Figure 8 it can be seen that the results
of KNN and MLP classify the new data into the normal class,
while SVM classifies the data into the abnormal class. From
the results of the single classification methods, the data class
is determined using the ensemble method by looking at the
majority of the resulting classes. The majority of the resulting
classes are normal classes, so the final decision for the new data
is grouped into normal class.

The ensemble method only works on test data and does
not work on training data, because the steps taken are to find
the value or majority class from each result single classification
method. In this study, the training and testing process for every
single method was carried out using the k-fold-cross validation

© 2023 The Authors.
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Figure 8. llustration Work of Ensemble Method Majority
Voting on Cervical Cancer Classification

technique where k is selected 10. It means the total training
and testing for a single classification was 10 times, thus the
ensemble method with majority voting was also carried out 10
times on each testing result of a single classification. the total
testing results of the Ensemble Method with majority voting
can be seen in Table 5.

Based on Table 5, the Ensemble Method obtains an ac-
curacy of 94.32%. The sensitivity results for each class are
91.7% for the normal class and 95.21% for the abnormal class.
It shows that the level of accuracy between the information
requested for each class and the answers given by the ensemble
method with the majority is excellent for both classes. The
specificity results for each class are 96.75% for normal and
86.36% for abnormal. These results show that the ensemble
method has a good balance in classifying each class even though
the specificity results in the abnormal class are still lower than
the normal class but the results obtained are above 85%.

Table 5. Confusion Matrix of Ensemble Method for Cervical
Cancer Classification on Herlev Dataset

Confusion Matrix

Normal (+)  Abnormal (-)
Normal (+) 193 49
Abnormal (-) 17 658

Table 6. The Comparison Performance Results of SVM, MLP,
KNN, and Ensemble Method

Method  Accuracy Sensitivity — Specificity
SVM 92.80% 92.48% 88.60%
MLP 93.26% 91.85% 91.80%
KNN 91.82% 88.85% 89.85%

Ensemble  94.32% 91.80% 93.45%

The comparison performance results of the ensemble met-
hod with majority voting and 3 single classification methods
can be seen in Table 6. In Figure 9 it can be seen that the
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Table 7. The Comparison Results in The Proposed Method and Other Studies

Class Performance Results
Method Labels  Accuracy Sensitivity — Specificity
NN+PSO+Bagging (Zuama and Sobari, 2020) 2 64.56% - -
MLP 8 Layer (Fekri-Ershad, 2019) 2 85,16% - -
Feature Selection Bagging Ensemble and .
Random Forest (Win et al., 2019) 2 97.83% ) )
Neural Network) (Riana et al., 2018) 2 93.12% - -
SVM (Amole and Osalusi, 2018) 2 90% 67.3% 31.62%
Ensemble Method (Bora et al., 2017) 2 938.75% - -
Proposed Method 2 91.8% 91.8% 93.45%

ensemble method is able to improve the results of the accu-
racy and specificity of the results of a single classification. for
sensitivity, the results from the ensemble method are still low
compared to the results from SVM and MLP but the results
given have a small difference, namely 0.68. In addition, the
sensitivity and specificity results for each normal and abnormal
class are more balanced than the results for single classifica-
tion methods. To see how the ensemble method with majority
voting has succeeded in increasing the performance of single
classification methods, the results of this study are compared
with several other studies. the results of the comparison with
other studies can be seen in Table 7.

£

v
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>

@ B Accuracy
&

P M Sensitivity
- Spesificity

94

93 1
92 1
91 1
90 1
89 1
88 1
87 1
86 1
85

SVM MLP KNN

Ensemble

Methods

Figure 9. The Comparison Results of Ensemble Method
Majority Voting with Single Classification Methods SVM,
MLP, and KNN for Cervical Cancer Classification on Herlev
Dataset

Based on Table 7, the highest accuracy result is 97.83%
which is the result of a study by Win et al. (2019). Unfortu-
nately, this study did not report sensitivity and specificity results.
In addition, the results of the proposed method provide an ac-
curacy of 94.82%, which is the second-highest accuracy result
compared to other studies in Table 7. The results of sensitivity
and specificity of the proposed method provide better results
compared to the results of Amole and Osalusi (2018), which
only reached 67.3% and 81.62% respectively. These results
indicate that the majority voting ensemble method is an excel-

© 2023 The Authors.

lent and valid method for the classification of cervical cancer
based on pap smear cells into two classes, namely normal and
abnormal.

4. CONCLUSION

The Ensemble method with majority voting using k-fold cross-
validation with two classes produces the highest accuracy and
specificity compared to the SVM, MLP, and KNN results. In
addition, although the sensitivity results are lower than the av-
erage sensitivity results of the single classification methods, the
sensitivity results of the ensemble method for each class are
better than the results for each class of the single classification
methods. It results show that the ensemble method with the
majority voting can improve performance and overcome the
weaknesses of the performance results of the single classifica-
tion method. The ensemble voting method gives very good
performance results and can be used in the classification of
cervical cancer abnormalities based on pap smear cells in two
classes, namely normal and abnormal. for future work, this
study can be focused on the classification of cervical cancer
abnormalities that have more than 2 classes.

5. ACKNOWLEDGMENT

The authors thank the deep learning discussion group and
Computation Laboratory, Mathematics and Natural Science
Faculty, Universitas Sriwijaya for support and facilities in the
study.

REFERENCES

Amole, A. and B. S. Osalusi (2018). Textural Analysis of Pap
Smears Images for k-NN and SVM Based Cervical Cancer
Classification System. Advances in Science, Technology and
Engineering Systems Journal, 3(4); 218-223

Araque, O., I. Corcuera-Platas, J. F. Sinchez-Rada, and C. A.
Iglesias (2017). Enhancing Deep Learning Sentiment Analy-
sis with Ensemble Techniques in Social Applications. Expert
Systems with Applications, 77; 236—-246

Arbyn, M., E. Weiderpass, L. Bruni, S. de Sanjosé, M. Saraiya,
J. Ferlay, and F. Bray (2020). Estimates of Incidence and

Page 90 of 92



Desiani et. al.

Mortality of Cervical Cancer in 2018: A Worldwide Analysis.
The Lancet Global Health, 8(2); 191-203

Asadi, F., C. Salehnasab, and L. Ajori (2020). Supervised Al-
gorithms of Machine Learning for the Prediction of Cervical
Cancer. Journal of Biomedical Physics & Engineering, 10(4);
518

Bora, K., M. Chowdhury, L. B. Mahanta, M. K. Kundu, and
A. K. Das (2017). Automated Classification of Pap Smear
Images to Detect Cervical Dysplasia. Computer Methods and
Programs in Biomedicine, 138; 31-47

Campos, G. O., A. Zimek, J. Sander, R. J. Campello, B. Mi-
cenkovd, E. Schubert, I. Assent, and M. E. Houle (2016).
On the Evaluation of Unsupervised Outlier Detection: Mea-
sures, Datasets, and an Empirical Study. Data Mining and
Knowledge Discovery, 30(4); 891-927

Chandra, T. B., K. Verma, B. K. Singh, D. Jain, and S. S. Ne-
tam (2021). Coronavirus Disease (COVID-19) Detection in
Chest X-Ray Images Using Majority Voting Based Classifier
Ensemble. Expert Systems with Applications, 165; 113909

Chen, S., G. I. Webb, L. Liu, and X. Ma (2020). A Novel
Selective Naive Bayes Algorithm. Knowledge-Based Systems,
192; 105361

Demirtas, B. and 1. Acikgoz (2018). Promoting Attendance at
Cervical Cancer Screening: Understanding the Relationship
with Turkish Womens’ Health Beliefs. Asian Pacific Journal
of Cancer Prevention, 14(1); 333-340

Desiani, A., N. R. Dewi, A. N. Fauza, N. Rachmatullah,
M. Arhami, and M. Nawawi (2021). Handling Missing Data
Using Combination of Deletion Technique, Mean, Mode
and Artificial Neural Network Imputation for Heart Disease
Dataset. Science and Technology Indonesia, 6(4); 303-312

Desiani, A., B. Suprihatin, F. Efriliyanti, M. Arhami, and
E. Setyaningsih (2022). VG-DropDNet a Robust Archi-
tecture for Blood Vessels Segmentation on Retinal Image.
IEEE Access, 10; 92067-92083

Dey, N., A. Ashour, S. ]J. Fong, and S. Borra (2018). U-
Healthcare Monitoring Systems: Volume 1: Design and Applica-
tions. Academic Press

Dietterich, T. G. (2000). Ensemble Methods in Machine Learn-
ing. In International Workshop on Multiple Classifier Systems.
Springer; 1-15

Fekri-Ershad, S. (2019). Pap Smear Classification Using Com-
bination of Global Significant Value, Texture Statistical Fea-
tures and Time Series Features. Multimedia Tools and Appli-
cations, 78(22); 31121-31136

Ferrari, E. and D. Bacciu (2021). Addressing Fairness, Bias
and Class Imbalance in Machine Learning: The FBI-Loss.
arXiv Preprint arXiv:2106.06845; 1-23

Hemalatha, K. and D. Rani (2016). Improvement of Multilayer
Perceptron Classification on Cervical Pap Smear Data with
Feature Extraction. International Journal of Innovative Research
in Science, Engineering, and Technology, 5(12); 20419-20424

Hussain, E., L. B. Mahanta, H. Borah, and C. R. Das (2020).
Liquid Based-Cytology Pap Smear Dataset for Automated
Multi-Class Diagnosis of Pre-Cancerous and Cervical Can-

© 2023 The Authors.

Science and Technology Indonesia, 8 (2023) 84-92

cer Lesions. Data in Brief, 30; 105589

Iliyasu, A. M. and C. Fatichah (2017). A Quantum Hybrid
PSO Combined with Fuzzy k-NN Approach to Feature Se-
lection and Cell Classification in Cervical Cancer Detection.
Sensors, 17(12); 2935

Jantzen, J., J. Norup, G. Dounias, and B. Bjerregaard (2005).
Pap-Smear Benchmark Data for Pattern Classification. Na-
ture inspired Smart Information Systems (NiSIS 2005); 1-9

Joshuva, A., R. S. Kumar, S. Sivakumar, G. Deenadayalan, and
R. Vishnuvardhan (2020). An Insight on VMD for Diag-
nosing Wind Turbine Blade Faults Using C4. 5 as Feature
Selection and Discriminating Through Multilayer Percep-
tron. Alexandria Engineering Journal, 59(5); 3863-3879

Karim, E. and N. Neehal (2019). An Empirical Study of
Cervical Cancer Diagnosis Using Ensemble Methods. In
1% International Conference on Advances in Science, Engineering
and Robotics Technology (ICASERT). IEEE; 1-5

Kataria, A. and M. Singh (20138). A Review of Data Classifi-
cation Using k-nearest Neighbour Algorithm. International
Journal of Emerging Technology and Advanced Engineering, 3(6);
354-360

Lawal, A. I. and M. A. Idris (2020). An Artificial Neural
Network-Based Mathematical Model for the Prediction of
Blast-Induced Ground Vibrations. International Journal of
Environmental Studies, 77(2); 318-334

Lee, ]. Y. and M. P. Styczynski (2018). NS-kNN: A Modified
k-nearest Neighbors Approach for Imputing Metabolomics
Data. Metabolomics, 14(12); 1-12

Pham, B. T., D. Tien Bui, H. R. Pourghasemi, P. Indra, and
M. Dholakia (2017). Landslide Susceptibility Assesssment
in the Uttarakhand Area (India) Using GIS: A Comparison
Study of Prediction Capability of Naive Bayes, Multilayer
Perceptron Neural Networks, and Functional Trees Methods.
Theoretical and Applied Climatology, 128(1); 255-273

Raza, K. (2019). Improving the Prediction Accuracy of Heart
Disease with Ensemble Learning and Majority Voting Rule.
In U-Healthcare Monitoring Systems. Elsevier; 179-196

Riana, D., Y. Ramdhani, R. T. Prasetio, and A. N. Hidayanto
(2018). Improving Hierarchical Decision Approach for Sin-
gle Image Classification of Pap Smear. International Journal of
Electrical & Computer Engineering (2088-8708), 8(6); 5415—
5424

Schohn, G. and D. Cohn (2000). Less is More: Active Learning
with Support Vector Machines. In ICML, 2 Citeseer; 6

Sinaga, L. M. and S. Suwilo (2020). Analysis of Classifica-
tion and Naive Bayes Algorithm k-nearest Neighbor in Data
Mining. In IOP Conference Series: Materials Science and Engi-
neering, 725. 10OP Publishing; 012106

Taunk, K., S. De, S. Verma, and A. Swetapadma (2019). A
Brief Review of Nearest Neighbor Algorithm for Learning
and Classification. In 2019 International Conference on Intelli-
gent Computing and Control Systems (ICCS). IEEE; 1255-1260

Wang, C., Y. Long, W. Li, W. Dai, S. Xie, Y. Liu, Y. Zhang,
M. Liu, Y. Tian, and Q. Li (2020). Exploratory Study on
Classification of Lung Cancer Subtypes Through a Com-

Page 910f 92



Desiani et. al.

bined k-nearest Neighbor Classifier in Breathomics. Scientific
Reporis, 10(1); 1-12

Wang, Z.. and R. S. Srinivasan (2017). A Review of Artificial
Intelligence Based Building Energy Use Prediction: Con-
trasting the Capabilities of Single and Ensemble Prediction
Models. Renewable and Sustainable Energy Reviews, 75; 796~
808

Win, K. P., Y. Kitjaidure, M. P. Paing, and K. Hamamoto
(2019). Cervical Cancer Detection and Classification from
Pap Smear Images. In Proceedings of the 2019 4" International
Conference on Biomedical Imaging, Signal Processing; 47-54

Wu, W. and H. Zhou (2017). Data-Driven Diagnosis of Cervi-
cal Cancer with Support Vector Machine-Based Approaches.
IEEE Access, 5; 256189-25195

Yadav, K. and R. Thareja (2019). Comparing the Perfor-

© 2023 The Authors.

Science and Technology Indonesia, 8 (2023) 84-92

mance of Naive Bayes and Decision Tree Classification Using
R. International Journal of Intelligent Systems and Applications,
11(12); 11

Zhang, P., S. Shu, and M. Zhou (2018a). An Online Fault
Detection Model and Strategies Based on SVM-Grid in
Clouds. IEEE/CAA Journal of Automatica Sinica, 5(2); 445—
456

Zhang, 7., T. Jiang, S. Li, and Y. Yang (2018b). Automated
Feature Learning for Nonlinear Process Monitoring—An Ap-
proach Using Stacked Denoising Autoencoder and k-nearest
Neighbor Rule. Journal of Process Control, 64; 49-61

Zuama, R. A. and 1. A. Sobari (2020). Neural Network Op-
timization with Particle Swarm Optimization and Bagging
Methods on Classification of Single Pap Smear Image Cells.
Jurnal Pilar Nusa Mandiri, 16(1); 129-134

Page 92 of 92



	INTRODUCTION
	EXPERIMENTAL SECTION
	Materials
	Data Normalization
	K-Fold Cross Validation
	SVM Method
	MLP Method
	KNN Method
	Ensemble Methods
	Evaluation

	RESULT AND DISCUSSION
	SVM Method
	MLP Method
	KNN Method
	Ensemble Methods

	CONCLUSION
	ACKNOWLEDGMENT

