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A rigorous criterion for a finite system of plane vortices to be close to the set of all collap-
sing configurations is given. The criterion is a consequence of a general theorem (based on
the topological degree of a map) on the existence of solutions of the nonlinear systems of
equations, combined with some analytical bounds for derivatives of the equations satisfied
by collapsing configurations. The criterion can be used to prove the existence of collapsing
configurations of vortices for many circulations for which the existence theory of O’Neil do-
es not work. A detailed application of the criterion to a sample collapsing system of seven
vortices is given.
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1. Introduction

The evolution of finite systems of plane vortices has been studied since Helmholtz (1858). Of
particular interest are systems that collapse, that is converge to a point in finite time during
evolution. All three-vortex collapsing systems were described by Groebli (1877). Some special,
explicit examples of collapsing systems of four and five vortices were provided by Novikov and
Sedov (1987). The existence of collapsing systems of n vortices was proved by O’Neil (1987)
for arbitrary n. The proof makes use of a system of algebraic equations that self-similar collap-
sing configurations should satisfy (cf. Lemma 4 and Corollary 1). O’Neil proved that for some
circulations, the set of solutions is a non-empty algebraic curve in the configuration space. The
proof is non-constructive. In particular, it does not allow one to conclude that a point where the
equations are satisfied approximately is in fact close to the solution to the equations.
We proposed in Lewkowicz and Kudela (2012) to seek high-accuracy numerical approxima-

tions of collapsing configurations by solving numerically the equation f(z) = 0 (the map f given
by Formula (2.5)) using a two-step relaxation procedure. In the first step we apply the steepest
descent method to the function g(z) = |f(z)|2 ∈ R. The method seems to be convergent for
many randomly taken initial points. When a certain level of accuracy is attained, the method
becomes very inefficient. Fortunately, Newton’s method, which could be divergent for a random
initial point, is usually convergent then. It rapidly produces a point where O’Neil’s equations are
satisfied with a very high accuracy. Despite the high accuracy obtained here, strictly speaking,
the point we found cannot be called an approximate solution since it is not clear whether any
true solution is close to it. A rigorous proof of the existence of a true solution close to the point
we have found follows from the criterion which is the main aim of this paper, and whose proof
will be presented in Section 4.
Our criterion is a consequence of a general theorem on the existence of solutions to nonlinear

systems of equations (see Section 3. The importance of theorems of this type comes from the fact
that finitely many inequalities (which may be verified numerically) imply rigorously the equality
f(x) = 0, which in principle cannot be verified numerically. Our proof of that theorem is based
on the notion of the topological degree of a map. Its application to collapsing configurations of
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vortices is made possible by some analytical bounds for the derivatives of the equations satisfied
by the collapsing configurations.

The criterion can be used to prove the existence of collapsing configurations of n vortices
(for small values of n) in a way independent of the original proof given by O’Neil (1987).
Although we rely on the equations introduced by O’Neil, our existence argument differs from
his, as we use topological degree and numerical approximation instead of algebraic geometry. To
be more precise, for many circulations we are able to find numerically (by the aforementioned
relaxation procedure) explicit configurations with rational decimal coordinates which satisfy
the assumptions of the criterion. The conclusion provided by our criterion states then that
some explicitly given neighbourhood of the configuration contains another configuration which
collapses in the rigorous sense. This proves that collapsing systems exist for these circulations. In
Section 6, we perform detailed calculations along these lines for a sample system of seven vortices.
As a conclusion we obtain the existence of collapsing systems of seven vortices for the circulation
considered there. Clearly, this approach works only for a specific number of vortices chosen for
calculations, while O’Neil’s approach works for an arbitrary number of vortices. Nevertheless, our
approach has the advantage of specifying the accuracy explicitly. Moreover, it works for diverse
circulations, not necessarily meeting the conditions required by O’Neil (1987) Theorem 7.1.1.
Also, the collapsing configurations we obtain have no direct relation to any collinear rotational
configuration, whose existence is required by O’Neil (1987) Theorem 7.4.1.

2. Basic notions and facts

We start with a review of some basic notions and facts. For this basic material one can result
to e.g. O’Neil (1987), Aref et al. (1992), Garduno and Lacomba (2007).
The notion of a system of discrete vortices is motivated by a discretization procedure in which

a smooth vorticity field is divided into regions Ui, each of them replaced by a point vortex zi
given a suitable circulation κi. The equations of motion of the system z(t) = (z1, . . . , zn) ∈ C

n

of n vortices are

dzl(t)

dt
= Vl(z(t)) = i

n
∑

j=1(6=l)
κj
zl − zj
|zl − zj |2

(2.1)

with nonzero real numbers κj .

Following O’Neil (1987) let us introduce the size S(z) ∈ R and the moment of vorticity
M(z) ∈ C by

S(z) =
∑

k

κk|zk|2 M(z) =
∑

k

κkzk (2.2)

Two systems of vortices z and w are said to form the same configuration if they are similar,
i.e., wk = azk + b for some complex a, b with a 6= 0. The configuration space for n vortices
has dimension 2n − 4 since the group of similarities z → az + b is four-dimensional. It is easy
to see that wk = azk + b implies V (w) =

1
ā
V (z) and therefore any trajectory t → z(t) gives

a trajectory t → az
(

t
|a|2
)

+ b with initial conditions az(0) + b. We express this by saying

that similar systems are dynamically equivalent. A system z(0) ∈ C
n is said to collapse if its

trajectory z(t) ∈ C
n represents a one-parameter family of vortex systems convergent to a point

at some t∞ > 0. More precisely, all components zk(t), 1 ¬ k ¬ n, are required to converge to a
common (independent of k) limit in C as t→ t−∞. All systems similar to z(0) also collapse; thus
the collapsing families are at least four-dimensional. In fact, as O’Neil’s work shows, quite often
they are five-dimensional. It is more convenient to speak of collapsing configurations instead of



On the existence of finite collapsing systems of plane vortices 1049

collapsing systems: the families described by O’Neil are one-dimensional (form algebraic curves
in the configuration space).

A system is called self-similar if it remains similar to the initial state during evolution. This
amounts to say that the trajectory z(t) is a fixed point in the configuration space. One also says
its configuration is stationary. It is believed that any collapsing system must be self-similar. We
consider only self-similar collapsing systems in this paper. It is easy to express analytically the
trajectory of any self-similar system (cf. O’Neil, 1987; Lewkowicz and Kudela, 2012).

Lemma 1. Let w be a system of vortices and z(t) the trajectory starting at w. The following
conditions are equivalent.

• (a) The system w is self-similar.
• (b) Vk(w)− Vl(w) = ω(wk − wl) for some ω ∈ C.

• (c) Vk(w) = ωwk − p for some ω, p ∈ C.

• (d) The system w belongs to one of the following five classes.
– (i) stationary: Vk(w) = 0, or equivalently z(t) = w,

– (ii) translatory: Vk(w) = v 6= 0 or equivalently z(t) = w + tv,
– (iii) rotational: Vk(w) = iλ(wk − p), λ ∈ R

∗, z(t) = p+ eiλt(w − p),
– (iv) collapsing: Vk(w) = ω(wk − p), Re(ω) < 0,

z(t) = p+
√

2Re (ω)t+ 1 e
i
Im (ω)
2Re (ω)

ln(2Re (ω)t+1)
(w − p)

– (v) expanding: Vk(w) = ω(wk − p), Re(ω) > 0, z(t) given by the same formula as
for the collapsing system.

Minor terminology remarks: the systems that we call rotational are usually referred to as re-
lative equilibria in the literature. Moreover, we distinguish between the collapsing and expanding
systems. Usually they are all called collapsing, although a system with Re (ω) > 0 “collapses”
in negative time. Nevertheless, its image under any orientation-reversing isometry provides a
system collapsing in positive time.

Note that a collapsing trajectory is defined for t ∈ (−∞, t0), t0 = −1
2Re (ω) > 0, and that in

fact limt→t−0
|zk(t) − p| = 0. Note also that ω in (b), (c) and (d) is the same. The zero value

of ω corresponds to (d-i,ii). A system is collapsing, expanding or rotational (d-iii,iv,v) iff it
satisfies (b) (or equivalently (c)) with ω 6= 0.
Now we specify and reformulate algebraic conditions that self-similar collapsing configura-

tions and their circulations should satisfy. The proofs can be found in O’Neil (1987). We start
with conditions for circulations. For a circulation κ = (κi)i=1,...,n ∈ R

n
∗ define the angular

momentum L and the total circulation σ by

L =
∑

i<j

κiκj σ =
∑

i

κi (2.3)

Lemma 2. If a collapsing configuration exists, then necessarily

L = 0 σ 6= 0 (2.4)

From now on we assume that condition (2.4) is satisfied.

Lemma 3. If σ 6= 0, then any system z admits a unique translation image w = z−p (for some
p ∈ C) with M(w) = 0.
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It follows that each configuration class contains a representative satisfying M = 0 and that
the representative is unique up to a complex factor. In other words, the configuration space is in a
natural one-to-one correspondence with the complex projective space CP (W ) over the kernel W
of the linear map M . This will be of practical importance since now a set of configurations can
be specified by a system of homogeneous equations, one of them being M = 0.

Lemma 4. (See O’Neil (1987), Lemma 1.2.4 and Lemma 1.2.7) Suppose that L = 0, σ 6= 0,
M(w) = 0. Then the following conditions are equivalent
• (a) w is self-similar and expanding, collapsing or rotational.
• (b) Vk(w)− Vl(w) = ω(wk − wl) for any k, l and some non-zero ω ∈ C.

• (c) Vk(w) = ωwk for any k and some non-zero ω ∈ C.

• (d) at least one Vj(w) is non-zero and for some fixed k the equality wlVk(w) = wkVl(w)
is satisfied for all indices l.

• (e) at least one Vj(w) is non-zero, S(w) = 0 and furthermore for some fixed k the equality
wlVk(w) = wkVl(w) is satisfied for at least n− 3 indices l different from k.
Since at most one coordinate of a vortex system can be zero, we get the following important

conclusion, which we refer to as the O’Neil equations. Solving these equations is our principal
aim.

Corollary 1. (See O’Neil (1987), Lemma 1.2.7) Each configuration in Σ (i.e., a collapsing,
rotational, or expanding configuration) can be represented by a system w ∈ C

n satisfying 2n− 1
real equations corresponding to n− 1 complex equations

w1Vk(w) = wkV1(w) (2 ¬ k ¬ n− 2) M(w) = 0 ws = 1

for some s, accompanied by one real equation

S(w) = 0

If we additionally fix the value of the real or imaginary part of wr for some r 6= s, we
obtain a system of 2n real equations. In other words, elements of Σ are zeroes of a map
f : Cn ∼= R

2n → R
2n, whose components, with some 1 ¬ r 6= s ¬ n, a ∈ R, can be specified as

f1(w) = S(w)

f2(w) is either Re (wr)− a or Im(wr)− a
f3(w) + if4(w) = ws − 1
f5(w) + if6(w) =M(w)

f2k−1(w) + if2k(w) = w1Vk(w) − wkV1(w) for 4 ¬ k ¬ n

(2.5)

3. Approximate solutions of non-linear systems of equations

Given a system of equations f(x) = 0, where f is a map from R
n to itself, by a ρ-approximate

solution we mean a point y ∈ R
n with the property

∃x ∈ R
n : (f(x) = 0) ∧ (|x− y| < ρ)

We say that y ∈ R
n satisfies the equations ǫ-approximately if |f(y)| < ǫ. Numerical methods

usually provide points that satisfy equations ǫ-approximately for small ǫ. What we really need
are ρ-approximate solutions to the equations (with small ρ). An equation may be satisfied
ǫ-approximately at some points for any ǫ > 0 but have no solutions whatsoever. This gap can
be filled in several ways, one of them being an approach based on the topological degree of a
map (cf. Frommer et al., 2007). We shall use the following version of this approach.
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Theorem 2. Let f : U → R
n be a C2 map defined on an open set U ⊂ R

n. Suppose we have
a point P ∈ U and a matrix A of degree n which for some real numbers E, η, ρ satisfy the
following conditions.

•
∣

∣

∣

∑

j A
i
j
∂fj

∂xk∂xl
(x)
∣

∣

∣ ¬ E, x ∈ U , 1 ¬ i, k, l ¬ n,

• ∀i, k
∣

∣

∣

∑

j A
i
j
∂fj

∂xk
(P )− δik

∣

∣

∣ ¬ η < 1n ,

• 0 < ρ < 1−nη
n2E
and the box B = B(P, ρ) of radius ρ around P is contained in U ,

• ∀i
∣

∣

∣

∑

j A
i
jf
j(P )
∣

∣

∣ < ρ(1− nη − ρn2E).

Then the box B contains a solution of the equation f(x) = 0.

Observe that if x is a solution of f(x) = 0 and Df is invertible at x then the conditions are
satisfied with η, ρ arbitrarily small if P is close enough to x and A is a good approximation of
Df(P )−1. In our applications, the components of f are rational functions with integer coefficients
and P has rational coordinates. It follows that f(P ),Df(P ) and Df(P )−1 have rational entries,
although the denominators may be huge. In principle, one can take A = Df(P )−1, but it is
more reasonable to take some rational approximation instead. All conditions except the first
one are required to hold at P only. Therefore, they can be verified by direct calculation, either
by exact calculation of f and its derivatives as rational numbers or by some form of interval
arithmetic. Now the first inequality, in opposition to the remaining conditions, should hold at
any point of U , and therefore needs special treatment.

Proof. The boundary S = ∂B of B is the union of 2n facets

S±i = {y ∈ R
n : ∀k|yk − P k| ¬ ρ, yi = P i ± ρ}

for 1 ¬ i ¬ n. Consider the map

U ∋ x→ h(x) = A ◦ f(x) hi(x) =
∑

j

Aijf
j(x)

In order to apply the topological degree approach we need to know that hi is positive on S+i
and negative on S−i . Having assumed that for a moment, we consider the homotopy

H(x, t) = t h(x) + (1− t)(x− P ) x ∈ B t ∈ [0, 1]

between h and translation x→ x− P . For y ∈ S±i , yi − P i = ±ρ has the same sign as hi(y).
Therefore H i(y, t) is nonzero on S±i for all t. It follows that H(y, t) 6= 0 for y ∈ ∂B, t ∈ [0, 1],
and on B h as the same topological degree as the translation, which is 1. Nonzero topological
degree of h on B implies that B contains a solution of the equation.
It remains to show that hi is indeed nonzero on S±i . To this end, we check the following

inequalities

|∂khi(P )− δik| =
∣

∣

∣

∣

∣

∑

j

Aij∂kf
j(P )− δik

∣

∣

∣

∣

∣

¬ η

For any z ∈ B
|∂khi(z)− δik| ¬ |∂khi(z)− ∂khi(P )|+ |∂khi(P )− δik|

¬ nρ sup
B
|∂klhi|+ η = nρ sup

B

∣

∣

∣

∣

∣

∑

j

Aij∂klh
j

∣

∣

∣

∣

∣

+ η ¬ ρnE + η
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Denote the center of S±i by C = C
±
i . Its coordinates are C

k = P k ± ρδik. For y ∈ S±i we
have

|hi(y)−±ρ| ¬ |hi(y)− hi(C)|+ |hi(C)−±ρ− hi(P )|+ |hi(P )|
¬ ρ(n− 1) sup

B,k 6=i
|∂khi|+ ρ sup

B
|∂ihi − 1|+ |hi(P )| ¬ ρn(ρnE + η) + |hi(P )|

This is less than ρ since we assume that |hi(P )| = |∑j Aijf j(P )| < ρ(1 − nη − ρn2E). The
inequality |hi(y) −±ρ| < ρ implies that hi(y) is positive for y ∈ S+i and negative for y ∈ S−i ,
as required.

4. Approximate solutions of O’Neil’s equations

The aim of this Section is to give a criterion which enables one to conclude rigorously that
a point satisfying O’Neil’s equations approximately is in fact an approximate solution to the
equations. Thus the point is close to a true solution to the equations.

Since we plan to apply Theorem 2, we have to bound the second-order derivatives of the
components f i of our basic equation system (see (2.5)) with respect to the real independent
variables. To deal with them, we prove the following.

Theorem 3. Let U ⊂ C
n be an open set and

C = sup
p 6=q,z∈U

|zp|+ |zq| <∞ D = inf
p 6=q,z∈U

|zp − zq| > 0

Then, for any indices k, l, the second-order partial derivatives of the complex-valued function

U ∋ z → Vk(z)zl − Vl(z)zk ∈ C

with respect to 2n real variables Re(zi), Im(zi), are bounded by

∑

s

|κs|
12D + 14C

D3

Proof. By definition

Vk = i
∑

s 6=k
κs
zk − zs
|zk − zs|2

The bounds proved in Lemma 5 give

|∂abVlzk| =
∣

∣

∣

∣

∣

∑

s 6=l
κs∂ab

zk(zl − zs)
|zl − zs|2

∣

∣

∣

∣

∣

¬
∑

s 6=l
|κs|
6|zl − zs|+ 14|zk |
|zl − zs|3

¬
∑

s

|κs|
6D + 14|zk|
D3

Therefore

|∂a∂b(Vkzl − Vlzk)| ¬
∑

s

|κs|
12D + 14(|zk|+ |zl|)

D3
¬
∑

s

|κs|
12D + 14C

D3
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Lemma 5. For indices k, l, and s 6= l, consider complex-valued functions

L = zk(zl − zs) = (xkxl − xkxs − ykyl + ykys) + i(xkyl − xkys + ykxl − ykxs)

M = |zl − zs| M2 = (xl − xs)2 + (yl − ys)2 T = zk
zl − zs
|zl − zs|2

where zj = xj + iyj, xj, yj ∈ R (for any j) is understood. We have the following bounds for the
derivatives, where u,w denote any of the real variables xj, yj

|L| ¬ |zk|M |∂uL| ¬M + |zk| |∂uM | ¬ 1
|∂uwL| ¬ 2 |∂uM∂wM +M∂uwM | ¬ 1 |M∂uwM | ¬ 2

(4.1)

and

|∂uwT | ¬
6|zl − zs|+ 14|zk|
|zl − zs|3

(4.2)

Proof. We have

|∂uzk| ¬ 1 |∂uzl − ∂uzs| ¬ 1

since s 6= l implies that at most one of the derivatives ∂uzl, ∂uzs can be non-zero. As

∂uL = ∂u(zk(zl − zs)) = ∂uzk(zl − zs) + zk(∂uzl − ∂uzs)

we have

|∂uL| ¬ 1 · |zl − zs|+ |zk| · 1 =M + |zk|

Similarly |∂uwL| ¬ 2. Other relations (4.1) follow from
|2M∂uM | = |∂u(M2)| ¬ 2|zl − zs| = 2M
|2∂wM∂uM + 2M∂uwM | = |∂uw(M2)| ¬ 2

Regarding (4.2), the quotient rule gives

∂u
( L

M2

)

=
∂uLM − 2L∂uM

M3

∂uw
( L

M2

)

=
∂w(∂uLM − 2L∂uM)M − 3(∂uLM − 2L∂uM)∂wM

M4

=
∂uwLM

2 − 2∂uLM∂wM − 2∂wLM∂uM − 2LM∂uwM + 6L∂uM∂wM
M4

Thus (4.2) follows, as the second derivatives of T are bounded by

M−4(2M2 + 4M(M + |zk|) + 4M |zk|+ 6M |zk|) =M−4(6M2 + 14M |zk|)

Now our criterion for the existence of collapsing configurations is a direct application of
Theorem 2 with the bound obtained in Theorem 3.

Theorem 4. Consider circulations κ = (κs)s ∈ R
∗, 1 ¬ s ¬ n. Suppose P ∈ C

n is a point and
B = B(P, ρ) is a box of radius ρ > 0 centered at P . Suppose further that positive real numbers
C,D,E, η, a vector F ∈ R

2n and a matrix A of degree 2n, satisfy (for f i given in (2.5)) the
following conditions.

(1) C ­ |P r|+ |P s|+ 2
√
2nρ for 1 ¬ r < s ¬ n
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(2) D ¬ |P r − P s| − 2
√
2nρ for 1 ¬ r < s ¬ n

(3) F1 ­ 2maxs¬n |κs|, Fj = 0 (j = 2, . . . , 6), Fj > 12D+14CD3

∑

s¬n |κs| (j = 7, . . . , 2n)

(4) ∀i ∑2nj=1 |Aij |Fj ¬ E

(5) ∀i, k
∣

∣

∣

∑2n
j=1A

i
j
∂fj

∂xk
(P )− δik

∣

∣

∣ ¬ η < 1
2n

(6) ρ < 1−2nη4n2E

(7) ∀i |∑2nj=1Aijf j(P )| < ρ(1− 2nη − 4ρn2E).

Then the box B contains a solution to O’Neil’s equations for the circulation κ.

Proof. It is crucial to see that the first three conditions guarantee that for x ∈ B and any indices
j, k, l ¬ 2n
∣

∣

∣

∂f j

∂xk∂xl
(x)
∣

∣

∣ ¬ Fj

Then the remaining four conditions correspond to the four conditions in Theorem 2 and the
conclusion follows.
To check the bounds, observe that five of the components of f are linear, so that their second-

order derivatives vanish. Those five components are: the real and imaginary part of M(w), the
real and imaginary part of ws − 1 (for some s), and Re(wr)− a or Im(wr)− a (for some r).
According to our numbering, they correspond to Fj for j = 2, . . . , 6. One (real) component,
namely

S(w) =
∑

i

κi|wi|2

is quadratic, and the bound is F1 = 2max |κs|. The other components are the real and imaginary
part of expressions of the form wkVl(w) − wlVk(w). We use bounds established in Theorem 3,
with C and D defined there. A direct expression for C and D, given in the first two conditions
above, is obvious: as z ∈ U = B(P, ρ), we have

|zr|+ |zs| ¬ |zr − P r|+ |P r|+ |zs − P s|+ |P s| ¬ |P r|+ |P s|+ 2
√

2nρ2

|zr − zs| ­ |P r − P s| − |P r − zr| − |P s − zs| ­ |P r − P s| − 2
√

2nρ2

5. The applicability limits of the criterion

Suppose that a vortex system P satisfies the discrete O’Neil’s equations up to certain accuracy.
If the accuracy is low, we expect that the criterion is not able to detect a collapsing system
in any neighbourhood of P . If accuracy is higher, the criterion should respond positively and
supply an upper bound for the distance from P to the nearest collapsing configuration Q. When
the accuracy becomes even higher (and presumably the actual distance from P to Q goes to
zero), the bound supplied by the criterion should also tend to zero.
In order to illustrate how our criterion works in such a situation, consider a simple system

of four vortices. We shall use the well-known analytical solution of Novikov. His results imply
in particular that for λ = 2 +

√
3 all systems of the form

(−w,−1, w, 1)
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satisfying λ|w|2 = 1 are collapsing systems for the circulation

κ = (λ,−1, λ,−1)

Let us choose a sample collapsing system

Q = (−µ(1− i),−1, µ(1 − i), 1)

with µ =

√
2−
√
3√

2
and a one-parameter family of systems

Zt = (−µ(1− i),−1, µ(1 − i) + t, 1)

which for t = 0 gives the collapsing system. The distance from Zt to Q in the L∞ metric is t.
Our aim is to see whether our criterion is able to detect a collapsing system at some distance
from Zt.

In the notation of (2.5) we take f2(w) = Im(w1) − µ (thus r = 1, a = µ) and
f3(w) + if4(w) = w4 − 1 (so that s = 4). Clearly, along Zt the functions f i vanish for
i = 2, . . . , 4, 6, while f1 = S = λt(t + 2µ) and f5 = Re(M) = λt, with some more com-
plicated formulas for f7 and f8. They are rational functions in t with simple zero at 0, as the
equations f i = 0 are satisfied at Z0. The points Zt for t 6= 0 fail to satisfy the equations with
the error illustrated in Fig. 1, where the components of f i(Zt), divided by t, are pictured.

Fig. 1. Coordinates of f(Zt)/t

In order to investigate the possibility of applying the criterion for the values of the parame-
ter t distant from zero, let us estimate the constants appearing in the criterion in an approximate
way, that is for t ≈ 0, ρ ≈ 0. On this assumption, the values of C, D, F can be simply evaluated
at the point Q. Therefore

C = 2.0 D = 0.535898 F1 = 7.4641 F7 = F8 = 2968.59

and the remaining coordinates of F are zero. Furthermore, we assume that A is a good appro-
ximation of the matrix Df−1 calculated at Q too. Thus

η = 0 E = 5544.77

Now Condition 6 in (2.5) says that

ρ < 2.9415 · 10−6
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Indeed, the criterion works only when the tested point is close to the collapsing point. Moreover,
Condition 7, with η = 0, says that |∑j Aijf j| must be less than ρ for each i. It turns out that
maxi |

∑

j A
i
jf
j(t)| ≈ |t|. Thus the criterion cannot be applied for |t| > 2.81797 · 10−6.

Now we want to see that the criterion does work for small values of t. The values of C, D,
F, E, A, occurring in our criterion, change only slightly if the above approximate calculations
(at Q = Z0) are replaced by exact estimations taking into account the fact that the calculated
values depend on t as well as on ρ. If we confine ourselves to the values of t, ρ suggested by
the above estimate (for example we assume that |t| < 10−6, ρ < 10−6), then the estimation
C = 2.0, D = 0.535898 used above, applicable only at the limit point Q, may be replaced by
one which is only slightly weaker, but now valid along the full range of t ∈ [−10−6, 10−6]. As
the impact of these changes on further calculations is negligible, we conclude that the resulting
inequalities hold with certainty throughout this interval.
In the sequel, we restrict ourselves to the study of points P = Zt for t ∈ [−10−6, 10−6].

Regarding Conditions 1 and 2, we can assume

C = 2.0 + 5.6569ρ D = 0.5358 − 5.6569ρ

Thus the criterion does not work if 0.5358− 5.6569ρ < 0, that is for ρ > 0.09472. We see again
that the criterion does not work for large ρ, therefore we will certainly not be able to use it to
determine the existence of the collapsing systems unless the tested point P is sufficiently close
to such an arrangement. We assume ρ < 10−6, therefore we can take C = 2.0001, D = 0.5357.
According to Condition 3, we can take F1 = 7.4642, F7 = F8 = 2119.59, and the remaining Fj
(i.e., for j = 2, . . . , 6) can be taken as zero. As before, A = A(t) can be a good approximation of
the inverse of the matrix Df at the point Zt, so that practically η ≈ 0. Now Condition 4 gives
a bound for E. The function maxi(

∑

j |Aij |F j) can be well approximated by 3962.15+15840.8t,
so that one can take E = 3962.16. Condition 6 needs ρ < 1/4n2E ≈ 3.94356 · 10−6, which is
satisfied. Now in Condition 7 the factor 1− 2nη− 4ρn2E is about 0.746422. Thus the condition
will be satisfied if for any i

∣

∣

∣

∣

∣

∑

j

Aijf
j(P )

∣

∣

∣

∣

∣

< 0.7464ρ

The individual sums
∑

j A
i
jf
j(P ) at the variable point P = Zt for t ∈ [−0.01, 01] behave as

shown in Fig. 2. Note that it does not differ much from Fig. 1, where a constant matrix A(0) is

Fig. 2. Coordinates of A(t)f(t), |t| < 0.1

used. The maximum absolute value of these expressions in this interval is less than 1.03|t|, and
for |t| < 10−6 it is even less than 1.000003|t|. Thus the criterion implies that for such t, the
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distance from the points Zt to the collapsing configurations set is smaller than 1.3398|t|. Let
us recall that in fact the collapsing point Q = Z0 is precisely at the distance |t| from Zt. One
can conclude that the criterion very well fulfills the task of detecting collapsing systems located
close to the tested point.

6. A collapsing system of seven vortices

The very reason why the paper has been written is to provide a way to argue rigorously that a
numerically found system which allegedly approximates a collapsing system really does so. We
shall show now how our criterion works for the seven-vortex system discussed in Lewkowicz and
Kudela (2012). The circulation is

κ = (2, 2,−4,−4,−4,−4, 3)

We have L = 0 and σ = −9 6= 0, so that the necessary condition on κ for the existence of
collapsing configurations is fulfilled. We add the equation z7 = 1 to our equation system, which
means that s = 7 in notation of Formula (2.5). Recall that a point where O’Neil’s equations
are satisfied approximately has been obtained in the following way. By a random choice of the
initial point and applying the steepest descent method we find that the point

P = (−1.31 + 10.00i, 4.51 + 5.39i,−1.27 + 7.59i, 1.21 + 2.06i,
− 0.58 − 1.00i, 2.99 − 0.95i, 1.00 + 0.00i)

(6.1)

has |f(P )|2 = 0.652917, while random points in the neighborhood B(P, 0.01) may have |f |2 as
big as 3.88 ·106 . Therefore, we hope that this point may be close enough to the solution set. We
choose to fix one of the real coordinates and complete our set of equations with y1 = Im(z1) = 10
(r = 1 in (2.5)). The system f(z) = 0 (with f as in (2.5)) has fourteen equations now

R
14 ≈ C

7 ∋ z → f(z) =
(

∑

k

κk|zk|2, Im(z1)− 10, z7 − 1,
∑

k

κkzk,

V1z4 − V4z1, V1z5 − V5z1, V1z6 − V6z1, V1z7 − V7z1
)

∈ R
2 × C

6 ≈ R
14

(6.2)

We can continue with the steepest descent method and arrive at the point Q, where the value
|f(Q)|2 = 1.65·10−6 . The values y1 and z7 are kept fixed and the other coordinates change by less
than 0.01. A measure of quality of the obtained point is the value ω = (Vk−Vl)/(zk−zl), which
should be independent of k, l and have a negative real part for the system to collapse. At Q, the
real part of ω varies between −0.02625 and −0.02595, and Im(ω) is in [−0.23185,−0.23118].
Now we change the method of seeking a solution to one of Newton’s equations, which allows

us to obtain a point where the equations are satisfied with the accuracy practically as high
as the precision used in the calculations. With the standard machine precision of around 18
digits we can get immediately a point R with |f(R)|2 ¬ 10−34 and with 17 accurate digits in
Re (ω). The expected collapse time is t∞ =

−1
2Reω ≈ 19.1806. In case higher accuracy is needed,

we can switch from the standard machine precision to the high precision provided by software.
With suitable precision, Newton’s method immediately can produce the point R with the first
coordinate equal to

x1 ≈ −1.3127662694757482864411913449969096988121871876601

In order to prove that this is an approximate solution to O’Neil’s equations, we shall apply
the criterion from Theorem 4. We have to specify all constants appearing in it as well as the
matrix A. We have
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max
p 6=q
|Rp|+ |Rq| ≈ 17.791133 min

p 6=q
|Rp −Rq| ≈ 1.880368

We shall be interested only in ρ < 0.01. Therefore, we can take C = 17.87, D = 1.80 in order
to satisfy Conditions 1 and 2 in Theorem 4. Since max |κs| = 4 and

∑

s |κs|12D+14CD3
≈ 1071.83,

for (3) we can take

F1 = 8.00 Fk =

{

0 for k = 2, . . . , 6

1072.0 for k = 7, . . . , 14

As the matrix A we take the inverse of Df(R) rounded to 5 decimal digits. Thus the entries
of A are rational decimals. With this A, we calculate that the values of E and η suitable for
(4) and (5) are

E = 30995.5 η = 0.00029

Now the bound for ρ in (6) is

ρ <
1− 2nη
4n2E

= 4.74 · 10−6

For ρ = 10−6 we have

ρ(1− nη − ρn2E) ≈ 7.85828 · 10−7

This means that final Condition 7 is
∣

∣

∣

∣

∣

∑

j

Aijf
j(P )

∣

∣

∣

∣

∣

¬ 7.85828 · 10−7

for any i. In fact, the actual maximal value of |∑j Aijf j(P )| for our high accuracy solution is
ǫ ≈ 1.69036 · 10−49. This means that the conditions are satisfied and our criterion guarantees
that a true collapsing system exists within a distance smaller than ρ = 10−6 from R. Moreover,
for ρ < 10−12, with η = 0.00028, we have 1 − 2nη − 4ρn2E > 0.995 and ρ can be practically
taken as small as ǫ. We conclude that in fact the error of our approximate solution is less than
1.70 · 10−49.
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