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I. Introduction 

Social media is a tool used to interact or communicate digitally and can be accessed while 
connected to the internet. There are several examples of social media, such as Twitter, Facebook, 
and Instagram. Twitter is an open-source social media, thus developers can do research and 
development on it [1][2]. Quoted from the online media eBizMBA, Twitter was ranked 4th with 375 
million active users in the September 2019 period [3]. Twitter has several features, namely tweet, 
hashtag, and Emoji. Based on these features, one feature is chosen that is quite interesting to study is 
Emoji. Where Emojis are the latest generation of emoticons. The use of Emojis emerged in the late 
20th century, by Shigetaka Kurita in 1990 with the aim of beautifying the message. In other words, 
the Emojis are graphic symbols included in Unicode, used to express facial expressions or represent 
an object as a simple illustration in conveying an idea [4][5]. 

Using Emojis separately within a message can lead to miscommunication. However, if it is 
attached within a message, it can maximize the understanding between the writer and the reader [6]. 
Often, opinions in the form of text experience the ambiguity of emotions conveyed, including the 
Emojis contained therein. Sentiment analysis needs to be done to see the user's opinion on the 
tendency of opinion on a problem [7]. This will affect the psychology of users in interacting through 
social media. In the book The Emoji Code, by Vyvyan Evans (cognitive linguist), states that Emojis 
imply non-verbal language in non-face-to-face interactions [8]. Therefore, Emojis play a role in 
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Opinion Analysis is a research study needed to social media, since the content could 
become a trending topic and has a significant impact on social life. One of the social 
media that have a big contribution to cyberspace and information development is 
Twitter. In the Twitter application, users can insert images that represent emotions, 
facial expressions, or icons. Emoji is a graphic symbol in the form of an image to 
express a thing, with the Emoji, a text can be read and understood according to its 
meaning because the image represents it. Of the several things that have been 
mentioned then, the researchers conducted research on the classification of tweet 
content based on the use of Emojis. This study aims to determine the emotional uses 
of Twitter in one period. Every tweet on the Twitter timeline, which contains both 
text and Emojis, will be classified according to several categories. The algorithm 
used was Naïve Bayes. It calculated the probability of Emoji tweet to obtain the text 
classification with Emojis. The results of the classification of emotions are grouped 
with three categories, namely "angry," "joy," and "sad," it showed that the category 
"joy" had become the emotional trend of Twitter users where Emojis (x1f60a) 
dominate the most. Meanwhile, the accuracy of the algorithm used to reach 90% 
with a 70:30 holdout technique. 
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representing mood and emotion within communication. Emoji can also add user’s personality to text 
and generate user empathy and it is important to produce effective communication. 

Thus, it is essential to find deeper meaning of Emoji within the field of sentiment analysis. 
Sentiment analysis is a study of opinion mining, which is carried out to obtain information about 
opinions and emotions on a topic. Emotions can be used as a benchmark for the happiness of society 
with consideration for making decisions. Emotion detection can be used to check the message 
content so as to minimize misunderstanding between the reader and the sender [9][10]. An opinion 
is able to represent feelings and emotions thus the classification of emotions is needed to see the 
emotional tendency towards the meaning of the content implied in the opinion. Emotional classed as 
a form of sentiment classification that focuses on the emotional classification of meaning or content. 

There are several aspects of the study that become reference points in this study, namely the 
Naive Bayes algorithm, the exploration of Emojis on Twitter for opinion analysis, and the 
exploration of the classification of emotions towards Emoji users. Some examples of research are 
relevant to this study, such as a study of sentiment classification with Emoji using Training 
Heuristical Training [11][12], research on multilingual emoji prediction [13][14], differences 
perception using Emoji [15][16][17], sentiment analysis with emojis [18][19]. 

II. Methods 

This research established a system for classifying emotions based on tweets that have Emojis. 
The study was conducted by applying the Naïve Bayes Classifier (NBC) algorithm for text-based 
emotion classification. Meanwhile, the emojis contained in the tweet will be identified as terms. 
Thus, text and Emojis are likened to certain terms. The experiments were carried out on two 
conditions, namely tweet by ignoring Emojis and tweet by processing Emojis. The design of the 
research flow is shown in Figure 1.  

Some of the processes are to be done in developing a system consist of: (1) collecting data of 
Twitter data retrieval, (2) data pre-processing to prepare data to fit the research boundaries, (3) the 
classification process to identify emotions and measure the performance of algorithms against 
opinion data, then (4) evaluate by seeing the results of accuracy from the algorithm, and (5) finally is 
the analysis and visualization of the frequency of texts and Emojis that often appear. 

At the stage of Twitter data retrieval, the method used was crawling, which was crawling each 
tweet on the timeline. The crawling process is done using the R language of R-studio software, 
which is flexible and adaptable for other applications [20]. Then, at the pre-processing stage, there 
are several steps in it, such as data preparation, cleaning, stopword removal, and stemming [21]. 
Data preparation was done to select the data that have been collected to fit the research limitations 
and ease the workload of the system [22]. Data preparation was done manually by selecting tweets 

 

Fig. 1. Emotional classification research design flow 
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that only post themselves (not retweeted), tweets containing text and Emojis, and tweets in English. 
Next, the cleaning stage is to delete components in the tweet that are not needed in the classification 
process [23]. These components included @username, punctuation, and numbers. Next, the 
stopword removal stage was deleting conjunctions or not unique words [24]. The last step, 
stemming, was the process of turning every word in a sentence into a basic word that matches the 
dictionary in the stemmer [25]. Followed by the classification process, in which text and Emojis 
(which are considered as a term) were calculated in the word polarity to determine the emotional 
class [26][27]. After the classification process was complete, the evaluation process was carried out 
using the Naive Bayes algorithm to see the results of the system's accuracy in processing opinion 
data [28]. Finally, it continued by analyzing the results and visualization of the term and Emoji 
frequencies [29]. 

III. Results and Discussions 

On the pre-processing data stage, data preparing, case folding, cleaning, stopword removal, and 
stemming were performed. Initial data processing (pre-processing) is processing raw data from 
crawling into data that is ready for the classification process.  

The process of preparing data was to select data. The selected data are tweets that are not 
retweets, tweets that contains Emojis, and tweets in English. This process was done manually by 
scanning data. In this process, emotional labeling classes were also done manually based on the 
expert review on the psychological-based of the Faculty of Psychology Education – Universitas 
Negeri Malang (State University of Malang) as data verification. The results of the selection data 
obtained as many as 305 tweets. In this process, the selection of attributes that will be used in the 
research is also carried out. Unused attributes were deleted and ignored. Furthermore, it included 
attributes to support dataset processing. The following Table 1 presents the attributes that were used 
in research. 

The reason for choosing these attributes is because each attribute is a factor needed in the 
classification of emotions. Text and X1f600-X1f637 attributes were calculated to find the 
probability value hence it can determine the tendency of emotional classes. Meanwhile, the Emoji 
count attribute is used to see the emoji trends that are often used. Then, the No, ID, and Emoji 
attributes were used as identification of the Text and X1f600-X1f637 attributes.  

The cleaning process cleaned tweets that have punctuation marks, numbers (0 to 9), links (http / 
https), and username (@ user1) because they do not provide informative messages in terms of 
emotions. Figure 2 is an example of a tweet that was reduced in the cleaning process. Thus, from the 
process, it produced the following tweet: "To every sunrise and sunset and everything in between of 
we're excited for you (beer)." 

The Stopword removal removed conjunctions and words that were not included in the unique 
word. Tweets were scanned based on a database containing conjunctions. If the words in the tweet 
have similarities with the words in the database, then the word was deleted. The above figure is an 
example of the stopword removal process: "To every sunrise and sunset and everything in between 
of we're excited for you (beer)." After going through the stopword removal process, it changed into: 
"Every sunrise, sunset everything excited you (beer)." 

The process of stemming was the process of changing a word into a basic word. The words that 
contain a prefix and suffix affixes were changed to a word stem. A collection of word stems was 
stored in a database called a porter stemmer. Every word in the tweet was matched into the porter 

Table 1. Dataset details 

No Attribute Name Data Type Explanation 

1 No Numeric Data sequence number 

2 ID Numeric Tweet Identity 

3 Text String Tweet 

4 Emoji Character Emojis (Unicode) in the form of characters 

5 X1f600 – X1f637 Biner Emoji contained in tweets 

6 Emoji count Numeric Total emojis contained in one tweet 
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stemmer dictionary thus words that contain the affix were changed according to the dictionary. The 
following is an example of the stemming process: "Every sunrise, sunset everything excited you 
(beer)". After going through the stemming process, it becomes: "Every sunrise, sunset everything 
excites you (beer)". 

In calculating the probability using the Naïve Bayes algorithm, a comparison of values was 
performed. Where the category of emotions that has a high probability value is included in the 
dominant category. Probability is an event that can be known or predicted by looking at the pattern 
of previous events based on facts. Another term is simply explained that probability is the chance of 
an event or the possibility of an event occurring based on previous events.  

The program is carried out to measure emotions. It is based on text variables and other emoji 
forms initialized with hexadecimal. Then, from these variables, the probability of emotion categories 
(joy, anger, sadness) and word probability is obtained based on each emotion. Meanwhile the 
variable n shows the number of words / terms. After the variables are formed, the Naive Bayes 
algorithm performs calculations with a formula to find the emotional probability based on the text 
and get the identity of the result of the emotion. 

For more details, the calculation steps for calculating and obtaining variables will be provided. 
Based on these three keys, an equation can be arranged to produce the probability value of an event, 
and it can be shown by (1)  

P (𝐴) = 
 

 
 (1) 

where P(A) it the probability of an event, N is the number of events, and M is the amount of sample 
space. 

Conditional probability is an event that occurs after another event exists. More precisely, it is an 
event that is based on another event that affects each other. For example, P (B | A) is spelled out that 
the probability of event B with condition A. 

At the time of classification, the algorithm looks for the highest probability value of all 
categories tested [30]. The Basic Naïve Bayes theorem is described in (2) 

Pr(𝐵|𝐴) = Pr(A|B) Pr(B) Pr(A) (2)  

where Pr(𝐵|𝐴) is the class probability (𝐵) based on the object (𝐴), Pr(𝐴|𝐵) is the probability of 
occurrence of objects (𝐴) based on class (𝐵), Pr(𝐵) is the probability of class data occurrence (𝐵), 
and Pr(A) is the probability of object (𝐴). 

In table 2 there are four sample datasets with emotional category labels. The table presents an 
example of a tweet for emotional classification where the table contains new data, which will later 
be determined as a class of a category. By using the probability calculation formula, the results of 
the tendency of the tweet emotion category seen from the probability value were obtained. The 
example of calculation is presented as follows. 

First, it requires to determine the probability value of the category based on training data. In the 
example above, each category has a probability (3) 

        
    

   
  

                          

                            
  (3) 

where Pr(  ) is the probability of the appearance of class i, 𝑁𝑑   is the amount of data based on class 
i, and 𝑁𝑑  is the sum of all training data. 

 

Fig. 2. Example tweets before the cleaning process 
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To obtain the value of Pr( 𝑖), the researchers divided the amount of data based on class i and the 

total number of training data. Then, it obtained Joy = 
 

 
, Sad = 

 

 
, Angry = 

 

 
. Further, it calculated the 

probability of each word in one tweet that served as the testing data. Thus, the calculation is 
presented as follows [31]: 

            
    

  

∑     
 
   

 = 
                                         

                      
 (4) 

The probability of the word    based on the    the category was obtained by counting the number 

of words in a category (    ) added by 1, divided by the number of words in that category 

(∑     
 
   ). Before doing these calculations, it should first determine: 

• Total words in categories Joy  = 17 word 

• Total words in categories Sad  = 21 word 

• Total words in categories Angry = 7 word 

To make it easier, it is presented in the form of table as Table 3. 

After obtaining the probability value of words with Emojis, then it proceeded with calculating the 
probability of tweets in each category. This was done to find the highest value of each category 
based on tweets. The following are examples of calculations: 

                            ∏           
 
    (5) 

where Pr                  is the category    probabilities on tweets, Pr(  ) is the probability of 
tweets by category   , n is the many words in one tweet, and Pr(     ) is the word probability    by 

category   . 

Table 3. Probability value of word with emoji 

Word Joy Sad Angry 

Will 
0 + 1

17
 

0 + 1

21
 

0 + 1

7
 

Remote 
0 + 1

17
 

0 + 1

21
 

1 + 1

7
 

Work 
2 + 1

17
 

1 + 1

21
 

1 + 1

7
 

Another 
0 + 1

17
 

0 + 1

21
 

0 + 1

7
 

Company 
0 + 1

17
 

0 + 1

21
 

0 + 1

7
 

x1f60a 
1 + 1

17
 

0 + 1

21
 

0 + 1

7
 

 

Table 2. Examples of labeled tweets for emotional classification 

No Tweet Emotional categories 

1 Exhaust good I work paycheck just collect x1f60a Joy 

2 Sun shine I work home can see daylight x1f60d Joy 

3 Good day move forward something stuck hand feel exhaust mind  

many hour work hard try plate always full x1f629 x1f629 x1f629 

Sad 

4 Just lazy people want remote work x1f603 Angry 

5 Will remote work another company x1f60a ? 
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The Naïve Bayes algorithm is useful for finding the highest class probability value in a tweet. 
The probability of data appearing for a category (       ) was obtained by dividing the number of 
tweets included in that category based on the total number of tweets. Meanwhile, the probability of 
the occurrence of tweets in a category (Pr(     )) was done by calculating the multiplication of the 

word probability. 

Pr(Joy| will remote work another company x1f60a)  

=  Pr(Joy) * Pr(will|Joy) * Pr(remote|Joy) * Pr(work|Joy) * Pr(another|Joy) * Pr(company|Joy) * 
Pr(x1f60a|Joy) 

= (
 

 
) (

 

  
) (

 

  
) (

 

  
) (

 

  
) (

 

  
) (

 

  
) 

= 1242.9x10
-10 

Pr(Sad| will remote work another company x1f60a)  

=  Pr(Sad) * Pr(will|Sad) * Pr(remote|Sad) * Pr(work|Sad) * Pr(another|Sad) * Pr(company|Sad) 
* Pr(x1f60a|Sad) 

= (
 

 
) (

 

  
) (

 

  
) (

 

  
) (

 

  
) (

 

  
) (

 

  
) 

= 58.3x10
-10 

Pr(Angry| will remote work another company x1f60a)  

=  Pr(Angry) * Pr(will|Angry) * Pr(remote|Angry) * Pr(work|Angry) * Pr(another|Angry) * 
Pr(company|Angry) * Pr(x1f60a|Angry) 

= (
 

 
) (

 

 
) (

 

 
) (

 

 
) (

 

 
) (

 

 
) (

 

 
) 

= 8499.86x10
-10

 

After obtaining the probability value of tweets, then the three categories were compared based on 
which category has the highest probability value. Hence, it could be classified into the following 
groups: Joy, Sad, or Angry emotional categories. The results of the probability calculation found that 
the value of Angry's condition outperformed Joy and Sad's emotional categories. Thus, tweet 
number 5 belongs to the Angry emotional category. 

Holdout evaluation was an evaluation method used to divide data into training and testing data in 
accordance with a specified percentage. It is known that the accuracy of the classification of 
emotions by using the system is 90% where the holdout used was 70%: 30%. Thus, systematically, 
it obtained accurate results, then it performed manual calculations (accuracy, precision, recall, and 
specificity) to prove and strengthen the results based on the confusion matrix. Where the training 
data used were 214 data, and testing data were 91 data. From the results of testing data, 28 data are 
prediction error data. Thus, it can be illustrated by using the confusion matrix as shown in Figure 3. 

Overall Accuracy can be presented in the following calculation 

∑  

∑        
 100  = 

           

                        
 100  = 

   

   
 100  = 90.81% 

 

Fig. 3. Confusion matrix of training data 
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The algorithm performance calculation was a test for Emoji tweet data. Meanwhile, the value of 
the algorithm performance with 91 data based on testing data was 69%. This is obtained from the 
confusion matrix shown in Figure 4.  

Testing accuracy can be presented in the following calculation 

∑  

∑        
 100  = 

          

                       
 100  = 

  

  
 100  = 69%  

To see the performance of the Naïve Bayes algorithm for the classification of emotions on tweet 
data with differences in the percentage of training and testing data, an experiment was conducted 
using the holdout method on three schemes, namely 70:30, 80:20 and 90:10. The results of all three 
schemes are presented in the following explanation: 

The first scheme (70:30) split 305 data into 214 training data and 91 testing data. From these 
data, a Naïve Bayes calculation was made to the classification of emotions. The result is an accurate 
value calculated from the overall data of 90%. Meanwhile, the accuracy of the performance of the 
naïve Bayes algorithm based on data testing has a value of 69%. 

 In this scheme (80:20), the 305 record is devided into 244 training data and 61 testing data. 
From these data, a Naïve Bayes calculation was made to the classification of emotions. The result is 
an accurate value calculated from the overall data of 93%. Meanwhile, the accuracy of the 
performance of the naïve Bayes algorithm based on data testing has a value of 67%. 

The last scheme (90:10) devided 305 data was done into two types, namely 275 training data and 
30 testing data. From these data, a Naïve Bayes calculation is made to the classification of emotions. 
The result is an accurate value calculated from the overall data of 95%. Meanwhile, the accuracy of 
the performance of the Naïve Bayes algorithm based on data testing has a value of 53%. 

Based on the three schemes, the results show that the amount of training data affects the level of 
accuracy. Because, more training data, the probability of words with Emojis is also higher. That is 
because of the frequency of words with Emojis affects algorithm calculations. It is evidenced by the 
results of the comparison of 70:30, 80:20, and 90:10, the sequential accuracy is 90%, 93%, and 95%. 
Then, based on testing data for accuracy in a row, that is 69%, 67%, and 53%. 

The results of testing data, as many as 45 data were prediction error data. In addition, the 
accuracy of the overall data is 85%. Meanwhile, the performance of the Naïve Bayes algorithm has 
an accuracy of 50% based on testing data.  

Therefore, for the comparison between text tweets and Emoji tweets, testing was done on the 
data testing with the third scheme, which is 70:30. Accordingly, from the results of the overall 
comparison of data on the accuracy of text tweets (85%) and Emoji tweets (90%), it was stated that 
the accuracy increased by 5%. As for the results of comparison of testing data on the accuracy of 
text tweets (50%) and Emoji tweets (69%), it was stated that the increase in the probability of tweets 
was 19%. 

Figure 5 is the result of visualization in the form of Word Cloud, where the word "day" is the 
center of Word Cloud [32]. The word has the highest frequency compared to other words, thus "day" 
dominates. The left (a) is a square-shaped Word Cloud, and the right (b) is a circular Word Cloud. 
Both have the same information, and it's just a different word cloud model. 

 

 

Fig. 4. Confusion matrix of training data 
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Figure 6 shows a histogram based on words in the highest frequency sequence on the left side. 
Horizontal lines are identification to show words/terms that are there. Then, the vertical line (y-axis) 
shows the value / many words based on the x-axis (horizontal line). The frequency of the word 
"day" has the highest value of 39. 

IV. Conclusion 

Pre-processing is the stemming stage that uses the logic of the Porter stemmer. Where, based on 
this logic, it produces basic and single words. However, the lack of sensitivity and adaptation of 
words so that the resulting changes in words become less precise. The probability of a word acquires 
a high value depends on the frequency of the word based on emotional categories. Testing of Naïve 
Bayes Algorithm using the holdout method was done by sharing training data and testing data by 
70% and 30% of 305 data. Where training data are 214 and testing data are 91 therefore 90% 
accuracy is obtained. Precision in Joy (0.99), Sad (0.90), and Angry (0.72). Then, recall of Joy 
(0.88), Sad (0.91), and Angry (0.98).  

Calculation of the probability of tweet Emoji, able to increase the emotional tweet by 19%. 
Where, based on the accuracy of data testing text tweet with Emojis at 69%. Meanwhile, the 
accuracy of testing data, text tweets without Emojis is 50%. This is made clear by the results of 
prediction errors on Emoji text data totaling 28 data. And prediction errors in text data without 
Emojis are 45 data. 

It can be implemented using other classification algorithms to compare the performance of 
classification algorithms and handling methods on Emojis. The stemming pre-processing stage can 
use other logic to convert words into basic and single words, according to the actual basic words. 
Punctuation can affect the emotional state of a text. Hence, in subsequent studies, the research can 
be extended by including punctuation marks to see the effect on tweet emotions. 

   

(a)  (b) 

Fig. 5. (a) Square word cloud and (b) circle word cloud 

 

 

Fig. 6. Word frequency histogram 
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