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I. Introduction 

People buy goods from various e-commerce websites as the world's commercial sites are 
practically online [1]. It is also a privileged condition where products are checked before the purchase. 
Consumers are more likely to buy a product through reviews. Internet retailers and distributors invite 
clients to express their thoughts on their merchandise. Millions of feedback on products, facilities, and 
places are produced daily online [2]. This makes the internet the primary source of a product or 
service's knowledge. Reviews, therefore, offer valuable feedback on a business, including its venue, 
pricing, and advice, allowing customers to consider every part of the business [3]. This is positive for 
consumers and encourages marketers to understand shoppers and their preferences that render their 
products. 

When a company's amount of comments available rises, it gets more challenging for a potential 
consumer to decide whether or not to purchase it [4]. In this age of artificial intelligence, it takes time 
to polarize a sample into unique categories to read thousands of reviews and recognize a brand to 
consider its attractiveness among customers worldwide [5][6]. Today, studying data from actual 
customer reviews is an important field. 

The author in [7] has worked in film reviews. Since vast repositories of online reviews are readily 
accessible, this domain is easy to work on. Also, with a machine-extractable ranking metric such as 
several ratings, reviewers usually summarize their overall sentiment, but they did not hand-label the 
data for implementing supervised learning and assessment. The Internet Movie Database (IMDb) is 
their database root, where the database includes only numeric values or scores. Ratings are collected 
randomly and grouped into three categories: positive, negative, or neutral. They focused only on 
finding the tendency of the emotion to be either positive or negative. The following three Naïve Bayes 
machine learning algorithms were used: Maximum Entropy Classification and Help Vector 
Machinery (SVM). 
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There is an emphasis in [8]. This is the definitive Flipkart feedback study using algorithms from 
the Bayes Naïve and Decision Tree. Using the product ratings and reviews of the single data set of 
Flipkart sellers and its classification, the subjectivity and objectivity, and that the buyer is negative to 
the positive meaning of the term. These assessments were, to a certain degree, positive and prospective 
both for your purchasers and for your providers. It is an observational research analyzing the efficacy 
of the semantic significance of the product evaluation categorization. 

In [9], feedback from numerous e-shopping websites is evaluated. Analyzing ratings for online 
shopping sites is the primary goal of the framework. The ratings are categorized according to positive, 
negative, and neutral. Such findings help pick a specific e-shopping website based on the highest 
favorable reviews and scores. Firstly, the data collection of e-shopping websites providing ratings 
relevant to the services of individual websites is gathered. Then, add specific preprocessing methods 
to datasets to delete unwanted items and organize details correctly. After that, we use the POS tagger 
to assign tags according to the position of each phrase. To find the Score of each word, "sentiwordnet 
dictionary" is used. Sentiments then Positive, negative, and neutral are graded. In the graphical style, 
the comparison of the providers based on positive and negative feedback can be seen. 

This paper aims to distinguish customers' positive and negative feedback of various products and 
develop a supervised learning model to polarize large quantities of reviews. Our dataset consists of 
feedback and ratings from consumers that we received from user reviews of Amazon products. Based 
on that, we extracted the features of our dataset and established several supervised models. Such 
models provide algorithms for supervised machine learning such as Naive bays, logistic regression, 
support vector machines, Ensemble Classification, Decision Tree, and K-nearest neighbor. At last, we 
will compare all the models and check each model's accuracy with the ROC curve, recall, and 
precision. 

II. Methods 

A. Data Preprocessing 

We take the dataset from reviews of Amazon Products [3]. Our dataset has 483148 of the total 
reviews. In this case, the product name, Brand, price, rating, text of the review, and the review of the 
device's cast. We will review in the review column to better use the data for the first, as they are the 
most critical aspects of this project. We separate positive and negative reviews below. Figure 1 is for 
positive reviews, and it is for negative reviews. 

 
Fig. 1. Data preprocessing 

 

Besides the brief overview of the dataset, we have plotted a distribution of ratings concerning the 
number of reviews, and we also perform the task where it calculates the total number of reviews with 
ratings 5,4,3,2,1. it shows 

There are five classes in our dataset, which is the rating starts from 1 to 5 stars, as well as the 
division among them the five classes have been wrong, which is a class 2 and 3 with a small amount 
of data, while grade 5 has more than 175000 reviews. Here is an example from our data set: a Revision 
of the text: "I am using this phone, this is amazing, Rating: '5'. The rating distribution of Amazon 
reviews can be seen in Figure 2. 
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Fig. 2. Rating distribution of amazon reviews 

For the research purpose of this project, we filtered the dataset with 16000 reviews and then again 
separated based on the review's rating. 

B. Features  

We have tried two types of features in our project. The first type is CountVectorizer [10]. The text 
must be analyzed to remove some terms to use textual data for predictive modeling, and it is also 
called the tokenization procedure. These words must then be encoded as integers or fluid-point values 
for machine algorithms as inputs. This procedure is known as function removal (or vectorization). 

We use a Scikit learn library of CountVectorizer to convert a text collection into a vector of 
term/tokenization. This functionality makes it more flexible for text representation. 

count_vector=CountVectorizer(stop_words="english") 

The other method is TFIDF [11]. It is a statistical metric that assesses the significance of a word 
about a document in a collection of documents. This is because two components are multiplied: the 
number of times the term is in a document and the other way round the frequency of a document. 

tfidf_vector = tfidfVectorizer(stop_words="English") 

tfidf_vector.fit(X_train_data). 

C. Classification  

This research used six classification methods. The first is naïve bayes. The Naïve Bayes 
classification algorithm uses the alien of the theorem of Bayes to forecast the text tag based on the 
knowledge of its rules, terms, and circumstances [12]. It evaluates the chance of every tag being a text 
and then forecasts the time as likely as possible. 

One of the most frequent tasks is the classification problems learning methods. In this approach, it 
is supposed that the 𝑥 is dependent on the 𝑦, termed the assumption of Naïve Bayes. The calculation 
of naïve bayes as in (1). 

 

𝑃(𝑥1 … … … . 𝑥𝑘|𝑦) =  ∏ 𝑝(𝑥𝑖||𝑦)𝑘
𝑖=1        (1) 

 
Second, utilized logistic regression to fix the binary classification problem using a classification 

technique in the classification of logistic regression, which utilizes a weighted combination of input 
and much effort [13]. The function Sigmoid transforms an actual number a to a number from 0 to 1. 

A logistic regression classifier on Count Vectorizer and TFIDF features to compare it with rating 
accuracy. The default parameters that give us the accuracy of the results will be shown in the Results 
section. Logistic regression work with a sigmoid function, which predicts that the outcome values 
range from 0 to 1 or true false. The visualization of logistic regression can be seen in Figure 3. 
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Fig. 3. Logistic regression 

 
Third, a non-parametric classification procedure is the K-nearest neighbor (KNN). In recent years 

it has been frequently utilized. This approach is the closest neighbor of the input data to create a 
forecast for the first time for 𝐾 = 𝑛. The great majority of the class's neighbors should then be 
mentioned. The distance between each neighbor and the distance Euclidean is a measure of the extent 
of similarity between the data points [14]. The equation of logistic regression as in (2). 

𝑓(𝑥) =  
1

𝐾
 (𝑥 + 𝑎)𝑛 =  ∑ 𝑦𝑖𝑥 𝜖 𝑁𝑘 (𝑥)         (2) 

 
Fourth, the Support Vector Machine (SVM) is a technique of classification that uses a small 

quantity of data to its best [15]. It is among the vectors belonging to a particular group or category and 
among those not belonging to the group. 

Suppose, for example, two tags are available: costly and cheap, and the data contains two 
characteristics: 𝑥 and 𝑦. It should be up to you to select which coordinates are more expensive and 
which are cheaper for each coordinate pair (𝑥, 𝑦). In order to accomplish so, the SVM is to divide the 
two points, the so called border of decision, and, on the one hand, the group is so costly, and we 
cannot, on the other hand, reduce our costs. 

Fifth, ensemble methods can create more than one model and then combine them to achieve better 
results [16]. Ensemble approaches are generally more precise than a single model [17]. This is also 
the case in several machine learning competitions, where the winning solutions are used in ensemble 
methods. The popular Netflix is ahead of the Competition, with the winner using a complex approach 
to implement a collaborative filtering algorithm. Here is the related code for this ensemble. 

ess_model = RandomForestClassifier() 

#Train Model 

ess_model.fit(X_train_data_new,Y_train_data) 

#Test Model 

predictions["EssembleClasification"]= ess_model.predict(x_test_data_new) 

 
The last is the decision tree. Decision tree is an algorithm of the supervised algorithm family of 

machine learning. It may be utilized both as a classification and regression problem [18]. The objective 
of the approach is to develop a model that predicts the value of a variable [19]. In order to resolve the 
problem of the leaf, the decision tree utilizes a tree representation to match a class label, and 
characteristics in the interior node of the tree are represented. The related code of decision tree as 
follows. 

from sklearn import tree 

tree_model = tree.DecisionTreeClassifier() 
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D. Evaluation Parameter  

The methods or metrics we use to measure our project's evaluation are accuracy, precision, recall, 
and F1-score [20].  

Precision predicts the percentage of positive reviews that use truly positive divided by the truly 
positive plus false positive as defined as in (3). 

 𝑃𝑅 =  
𝑡𝑝

𝑡𝑝+𝑓𝑝
          (3) 

where 𝑡𝑝 is known as true positive and 𝑓𝑝 as false positive. 
 
The recall measures the truly positive reviews divided by the total number of true positive and false 

positive reviews, as in (4). 

𝑅𝐶 =  
𝑡𝑝

𝑡𝑝+𝑓𝑛
          (4) 

where 𝑡𝑝 for true positive and 𝑓𝑛 for false negative 
 
F1 Score is the combination of both precision and recalls, as in (5). 
 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
𝑃𝑅∗𝑅𝐶

𝑃𝑅+𝑅𝐶
         (5) 

 
Accuracy measures the system's performance, the true positive and true negative reviews divided 

by the total number of actual, false positive, and false negative reviews, as in (6). 

𝐴𝐶𝐶 =  
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑡𝑛+𝑓𝑝+𝑓𝑛
         (6) 

III. Results and Discussion  

We divide the dataset of 483148 reviews into 80% of the training set and 20% of the testing set. 
After successfully training machine learning models, we used test data set to predict the model and 

test for accuracy. When the project was completed, we decided it was a significant activity that enabled 
us to reach our goal and gave us much confidence. We have designed a machine learning model that 
will help predict user review sentiments. This system can predict with different models' accuracy, 
which is quite valuable. Then the accuracy results are given in Table 1. 

 
The receiver operating curve (ROC) is a probability curve that indicates our binary classification 

based on the true and false-positive ratings. The area underneath the curve (AUC) is a metric of 0 to 
1. The region underneath is the ROC curve. The ROC Curve of Ensemble Classification using TDIDF 
can be seen in Figure 4. 

Table 1. The accuracy of count vectorizer and TFIDF model 

Model 
Accuracy 

Count Vectorizer TFIDF 

Multinomial Naïve Bayes 0.924750 0.934750 

Bernouli Naïve Bayes 0.819750 0.811625 
Logistic Regression 0.952625 0.944750 

KNN 0.898875 0.813750 

SVM 0.749125 0.491625 

Ensemble Classification 0.956750 0.960500 
Decision Tree 0.938125 0.945500 
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Fig. 4. ROC curve of ensemble classification using TFIDF 

 

The above curve is only for Ensemble Classification using TFIDF techniques, and we also perform 
the same task for every model using TFIDF and Count Vector. We perform the following tasks with 
every model. These tasks were also performed with TFIDF and also with Count Vectorizer. The result 
of the evaluation can be seen in Table 2. 

From Table 2, our model is quite successful as it produces 89-90 or more than 90% accuracy on 
test data set with different models and techniques, but it does not mean it can consistently produce 
such highly accurate results. There is a possibility that it can produce false results to some extent and 
can produce completely false results in some exceptions case. Positive reviews predictions must lie 
between the range of 0.5 and less than 1 and false reviews ranges from 0 to 0.5 but from the figure 
below, some false prediction of positive reviews represented pessimistically, and some pessimistic 
predictions represented positive ones. So there are some deficiencies which need to be resolved in 
future works. The actual and predicted output can be seen in Figure 5. 

 
Fig. 5. Actual and predicted output 

 
We live in a world of technology where artificial intelligence is a part of every system making it 

more autonomous and efficient. Nowadays, large ad networks and social or e-commerce businesses 
are implemented at a vast scale which uses targeted marketing and storing user data in a targeted 
manner by classifying user reviews in positive and negative using a system just like the system or 
algorithm we have developed using machine learning models. We also evaluated that combined or 
Ensemble machine learning models can produce more accurate and reasonable results than simple 
machine learning. At last, we compare all the models to check which model has the most fantastic 
accuracy, and our system is based on the GUI model, which performs the tasks in the following 
manners. The GUI model can be seen in Figure 6. The comparison results of the classification of all 
models in the system can be seen in Figure 7. 

Table 2. The result evaluation 

Features Model Precision Recall  F1-score 

Count Vector 0.93 0.92 0.92 

TFIDF 0.96 0.96 0.96 
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Fig. 6. System overview 01 

  

 
Fig. 7. Models comparison 

IV. Conclusion 

In conclusion, as we used two methods for different models, TFIDF and Count Vector, we used 
them with all the algorithms we mentioned in the model part, including Naive Bayes, SVM, KNN, 
Decision Tree, Logistic Regression, and Ensemble Classification. As we can see from the results, we 
have better accuracy on the test set with the following algorithms, Multinomial, Ensemble, and SVM 
Logistic Regression on both types of features. The same approach may be expanded to many more 
classification methods and utilizing a Neural network to decide whether the best classification for 
opinion mining and sentiment analysis will be chosen. One of the main features of this project, which 
remains a problem, is Problems Extraction from reviews. If this work is done in the future, it will 
benefit the suppliers or the company. 
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