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I. Introduction 

The agricultural sector is one of the research areas that is expanding yearly. The journal grew, 

demonstrated by a considerable increase in the total number of papers published in this discipline each 

year at SCImago. Figure 1 depicts this industry's increased journals over the previous 20 years. Figure 

1 illustrates this industry's increased number of journals over the last 20 years. This increase 

dramatically impacts the increasing number of literature sources for further research. Scimago ranks 

the journal itself. There are four journal classes, namely Q1, Q2, Q3, and Q4. However, in the 

provision of quartiles, there are some differences in values in the same journal in different fields. 

Therefore, it is necessary to have data processing methods, such as classification. The technique 

for finding models or functions that explain and differentiate ideas or classes of data is known as 

classification [1]. This technique can predict the class label of an object whose label is unknown [2]. 

Therefore, we attempt to utilize a classification technique using the idea of an ensemble in this paper. 

Where Bagging and Boosting comprise the ensemble, this research aims to evaluate the ensemble 

classification mechanism's performance using quartile data from agricultural and biological science 

periodicals. 
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The ensemble method is considered an advanced method in both prediction and 

classification. The application of this method is estimated to have a more optimal 

output than the previous classification method. This article aims to determine the 
ensemble's performance to classify journal quartiles. The subject of agriculture was 

chosen because Indonesia is an agricultural country, and the interest of researchers in 

this field shows a positive response. The data is downloaded through the Scimago 

Journal and Country Rank with the accumulation in 2020. Labels have four classes: 
Q1, Q2, Q3, and Q4. The ensemble applied is Boosting and Bagging with Decision 

Tree (DT) and Gaussian Naïve Bayes (GNB) algorithms compiled from 2144 

instances. The Boosting meta-ensembles used are Adaboost and XGBoost. From this 

study, the Bagging Decision Tree has the highest accuracy score at 71.36, followed 
by XGBoost Decision Tree with 69.51. The third is XGBoost Gaussian Naïve Bayes 

with 68.82, Adaboost Decision Tree with 60.42, Adaboost Gaussian Naïve Bayes with 

58.2, and Bagging Gaussian Naïve Bayes with 56.12 results. This paper shows that 

the Bagging Decision Tree is the ensemble method that works optimally in this subject 
classification. This result suggests that the ensemble method can still fail to produce 

an ideal outcome that approaches the SJR system. 
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Fig. 1. The growth of agricultural and biological sciences journal  

 The ensemble model is a further development of the usual classification method. The working 

principle of this method is to combine the same two algorithms with a specific pattern [3] and decide 

the final result by the voting system [4]. The fundamental objective of using an ensemble is to achieve 

superior outcomes to a conventional single classifier. This is due to the method's ability to combat 

overfitting [5] and noise data [6]. 

 The purpose of this study is to assess the effectiveness of the ensemble classification using Bagging 

and Boosting. Agricultural and biological science journal quartiles, particularly data accumulating for 

2020, are the data sources. The research questions cover these points: Out of all the strategies used, 

which ensemble mechanism performs best? Are the publications in the domains of agriculture and 

biology ranked differently, and can the chosen ensemble solve this issue? 

II. Method 

This research is divided into four stages. The acquiring of datasets is the initial step. Data 

preprocessing, which aims to provide clean data suited for classification, comes next. The 

classification stage is the third. Ensemble Bagging and Boosting is the technique employed. The 

Confusion Matrix evaluation stage is the final step. In Figure 2, the research procedure is displayed. 

 

Fig. 2. Method Process 

A. Data Collecting 

The first process carried out in this research is data collecting. Secondary data is collected from 

the SCImago page for journal and country rankings. The data subject used in agriculture and biological 

science in 2020. It was composed in February 2022. It consists of 2164 instances, with details listed 

in Table 1. Twenty qualities are present. However, just nine were applied. This is because these nine 

attributes are visible on the SCImago home page, leading one to believe that these are the ones that 

decide the journal quartiles [7][8]. SJR Best Quartile is the name of the label. This study falls under 

the multi-class classification because it includes the four classes Q1, Q2, Q3, and Q4.  

H index, Total Docs (2020), Total Docs (3 Years), Total Refs, Total Cites (3 Years), City Docs (3 

Years), Cite/ Doc (2 Years), and Ref.Doc are some of the attributes used. The label class, or the journal 

quartiles, are predicted using this feature as an independent variable. 

B. Pre-processing 

The data must be prepared in such a way as to produce accurate predictions. The data preparation 

stage to suit the needs of this process is called preprocessing [9]. Preprocessing can raise a 

classification method's predictive value [10]. Data cleansing, integration, transformation, reduction, 

feature selection, and resampling are a few examples of preprocessing [11][12]. However, not all types 

of preprocessing are used here. The technique used in this article is data cleaning.  
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Data cleaning eliminates extraneous data, such as missing values or noise [13]. Several instances 

in the agricultural and biological sciences data lack class labels. Therefore, the instances are removed 

to prevent incorrect classification. After this process, 2144 instances in the dataset are used. Table 2 

contains information on the quantity of data in each class of labels following preprocessing. 

C. Classification 

The third stage that is passed is the classification process. There are two ensemble mechanisms in 

this stage. The first is Boosting with the Adaboost and XGBoost meta-ensembles. The second is the 

Bagging ensemble. Ensemble techniques use decision tree (DT) and Gaussian Naïve Bayes (GNB) 

algorithms as base learners. The scenario in this experiment is shown in Figure 3. 

 
Fig. 3. Research scenario 

Table 1. List of data set attribute 

Attribute   Data Type Range 

Rank Integer 1-2164 

Sourceid Real  12016-21101020133 

Title Nominal Annual Review of Plant Biology, Ecology Letters, ISME 
Journal, etc 

Type Nominal Journal 

Issn Nominal 995444, 00015342, etc 

SJR Real 0.1-11695 
SJR Best Quartile  Nominal Q1, Q2, Q3, Q4, NQ 

H Index Integer 0-342 

Total Docs. (2020) Integer 0-3921 

Total Docs (3 Years) Integer 0-6917 

Total Refs. Integer 0-251461 

Total Cites. (3 years) Integer 0-42304 

Citable Docs. (3 years) Integer 0-6322 

Cite/ Doc (2 years) Real 0-25.28 

Ref.Doc. Real 0-326.27 
Country Nominal Indonesia, Hungary, Poland, etc 

Region  Nominal Northern America, Western Europe, the Asiatic region, etc 

Publisher Nominal SEJANI Ltd, CSIC, EM International, etc 

Coverage  Nominal  1988-2020, 1978-2020, 1977, 1996-2020 etc 

Categories  Nominal Agricultural and Biological Sciences, Ecology. Evolution 

Behavior and Systematic Cell Biology etc 

 

Table 2. Label class summary  

Class Label Before Cleaning After cleaning 

q1 603 603 

q2 551 551 

q3 519 519 

q4 471 471 

- 20 - 

Sum 2164 2144 
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Stage one is to break the dataset into training and testing data using the split test training command. 

The setting used is 20%: 80%. This comparison was chosen because this value produced sound output 

in several similar studies [14][15]. In addition, this value is often used [16]. The ensemble method's 

quartile classification of agricultural journals comes next. For both DT and GNB, this algorithm uses 

a base-learner repetition setting of 100. Regarding the 50 times set for the N depth DT, these numbers 

were selected randomly, understanding that they would be sufficient for this investigation. 

D. Evaluation 

The evaluation procedure used is the Confusion Matrix [17]. Information on predictable 

classifications and actual values using the classification system is contained in the Confusion Matrix 

[18]. Classification performance evaluation comprises six aspects: accuracy, precision, recall, 

specificity, f-score, and error rate [19][20]. However, not all of them will be applied in this study. The 

terms accuracy, precision, and recall will all be used in this essay. 

III. Result and Discussion 

Before you begin to format your paper, first write and save the content as a separate text file. Keep 

your text and graphic files separate until after the text has been formatted and styled. Do not use hard 

tabs, and limit use of hard returns to only one return at the end of a paragraph. Do not add any kind of 

pagination anywhere in the paper. Do not number text heads-the template will do that for you. 

The method has undergone various revisions during the classification phase. Adaboost DT, 

Adaboost GNB, XGBoost DT, XGBoost GNB, Boosting DT, and Boosting GNB are a few of them. 

Table 3 includes a list of the classification's outcomes. Figure 4 shows the table's results graphically. 

 

Fig. 4. Classification performance 

 

Table 3 and Figure 4 show that the ensemble mechanism that works optimally, in this case, is 

Bagging DT, with an accuracy score of 71.59%. The second-best value is the XGBoost meta-ensemble 

with base learner DT with an accuracy value of 69.97%. If sorted from optimal to less than optimal 

performance, this classification process is Bagging DT, XGBoost DT, XGBoost GNB, AdaBoost DT, 

Adaboost GNB, and finally, Bagging GNB. 

40 45 50 55 60 65 70 75 80

AdaDT

AdaGNB

XGBDT

XGBGNB

BagDT

BagGNB

Recall Precision Accuracy

Table 3. Classification results 

Ensemble Meta-Ensemble Algorithm Accuracy (%) Precision (%) Recall (%) 

Boosting 

Adaboost 
DT 60.54 60.34 60.79 

GNB 59.58 46.76 47.96 

XGBoost 
DT 69.97 76.96 63.31 

GNB 69.75 76.93 62.75 

Bagging - 
DT 71.59 76.43 67.21 

GNB 56.12 47.78 46.29 
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It is also seen that the XGBoost method has the slightest difference between the two algorithms, 

only 0.22%, as opposed to the Bagging approach, where there is a significant 15.47% difference. The 

difference in base-learner accuracy in the Adaboost meta-ensemble is 0.96%. 

The ratio of correct optimistic predictions to the total number of positive predicted outcomes is 

known as precision [21]. In this realm, the values are XGBoost DT, XGBoost GNB, Bagging DT, 

Adaboost DT, Adaboost GNB, and Bagging GNB in that order from lowest to highest. Bagging DT 

had the highest recall score, coming up at 67.21%. Out of the six cases, Adaboost GNB has the lowest 

value. Recall quantifies the ratio of correctly predicted positive facts to actual positive facts [22]. 

This study produces a prediction accuracy value with an average of above 60%. These results 

indicate that all scenarios can be used to assess the journal quartiles because the results are still more 

than 50%. 

Bagging can work better because Bagging extracts additional data for training from the dataset 

[23]. Each data component has the same chance of being selected. This data set is used to conduct 

model training simultaneously. The more training data obtained, the better knowledge of algorithms 

for classifying [24] and can reduce the variance of the classification process  [25].  

DT is a derivative of the independent variable, where each node has its conditions for features [26]. 

This node determines which node to go to in the following state. The proper sequence of nodes can 

produce the best output. DT does not make assumptions on the distribution of data [27], overcomes 

collinearity efficiently [28], and does not require data preprocessing [29]. However, this method can 

give overfitting if it uses too many branches. In this article, not too many branches are used so that the 

model can work optimally. In the case of Naïve Bayes often working by chance, this case cannot 

measure the accuracy of the prediction. On the other hand, Naïve Bayes is also weak in selecting 

attributes that can affect accuracy [30].  

The data used is only quartile data for agricultural and biological science journals in the 2020 

accumulation. This study also only uses simple settings in preprocessing. This action affects the 

performance of the classifier. 

IV. Conclusion 

In conclusion, the classification using ensemble models is applicable. According to the research 

findings, the Bagging Decision Tree is a method with reasonable accuracy, precision, and recall. Thus, 

it can be inferred that this approach may be used to resolve problems of a similar nature. The XGBoost 

meta-ensemble performs better in terms of the Boosting mechanism. XGBoost can indirectly 

minimize variance by lowering overfitting. The outcomes, nevertheless, can be improved. Therefore, 

it is essential to investigate other ensemble approaches, such as stacking, for future research. Using 

meta-ensemble and other base learners is strongly advised to create a better prediction score. 
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