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I. Introduction 

As one of Artificial Intelligence (AI) applications, Question Answering (QA) stands at the 

intersection of Natural Language Processing (NLP), Information Retrieval (IR), knowledge 

representation, and computational linguistics [1][2]. The primary objective of the QA system is to 

provide relevant responses to queries presented in the form of natural language [3]. With the 

increasing amount of available online information, QA systems offer greater convenience and 

efficiency than search engines by presenting the final answer directly to the question rather than 

returning a list of relevant information or hyperlinks [4]. 

In an ontology-based QA system, the Knowledge Base (KB) structure, which is the source of 

answers to questions, is defined in an ontology [5]. Ontology describes the concepts in the domain 

and the relationships among these concepts [6][7]. Ontologies help create a shared understanding of 

data, information, and knowledge for human-to-machine or machine-to-machine communication 

and collaboration [8]. The standard to specify ontologies proposed by the World Wide Web 

Consortium (W3C) is the Resource Description Framework (RDF) format for modeling KB, Web 

Ontology Language (OWL) to support the description logics inference ability and SPARQL query 

language for accessing the data. 
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Question-Answering (QA) systems at the intersection of natural language 
processing, information retrieval, and knowledge representation aim to provide 
efficient responses to natural language queries. These systems have seen extensive 
development in English and languages like Indonesian present unique challenges 
and opportunities. This literature review paper delves into the state of ontology-
based Indonesian QA systems, highlighting critical challenges. The first challenge 
lies in sentence understanding, variations, and complexity. Most systems rely on 
syntactic analysis and struggle to grasp sentence semantics. Complex sentences, 
especially in Indonesian, pose difficulties in parsing, semantic interpretation, and 
knowledge extraction. Addressing these linguistic intricacies is pivotal for accurate 
responses. Secondly, template-based SPARQL query construction, commonly used 
in Indonesian QA systems, suffers from semantic gaps and inflexibility. Advanced 
techniques like semantic matching algorithms and dynamic template generation can 
bridge these gaps and adapt to evolving ontologies. Thirdly, lexical gaps and 
ambiguity hinder QA systems. Bridging vocabulary mismatches between user 
queries and ontology labels remains a challenge. Strategies like synonym expansion, 
word embedding, and ontology enrichment must be explored further to overcome 
these challenges. Lastly, the review discusses the potential of developing multi-
domain ontologies to broaden the knowledge coverage of QA systems. While this 
presents complex linguistic and ontological challenges, it offers the advantage of 
responding to various user queries across various domains. This literature review 
identifies crucial challenges in developing ontology-based Indonesian QA systems 
and suggests innovative approaches to address these challenges. 
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The essence of an ontology-based QA system is to retrieve the desired information from one or 

many ontologies using a natural language query; however, to be able to achieve this, the QA system 

must first be able to understand the meaning/intention of the natural language query and then 

transform it into an appropriate SPARQL query to obtain the desired information from ontologies 

[9]. Hence, the challenge in developing the QA system is due to human language’s complexity and 

ambiguity. Many systems have been developed using different approaches for different questions in 

different languages. However, most of the available QA systems operate exclusively in English, and 

the existing approaches are also not designed to adapt quickly to new knowledge bases and other 

languages [10][11][12][13][14][15][16][17][18][19][20][21]. 

Indonesian, locally called Bahasa Indonesia, is the national language of Indonesia, spoken by 

over 198 million people, and is one of the most frequently spoken languages in the world 

[22][23][24]. According to Internet World Stats data, as of Mar. 31, 2020, Indonesian was the sixth 

among the top ten languages utilized on the web, with 306 million users and an internet penetration 

rate of 64.6% [25]. Regardless, compared to other world’s top 10 most used languages, such as 

English, Mandarin, Hindi, Spanish, French, and Arabic, the developments of Indonesian QA are still 

far behind. Over the past decade, increasing demand for ontology-based Indonesian QA systems has 

been driven by the need to efficiently navigate and utilize ever-increasing sources of digital content 

while addressing language diversity [26]. Critical to facilitating access to digital information, these 

systems have become essential tools in various sectors, including education, research, business, and 

government. 

The literature review explores the landscape of existing ontology-based Indonesian QA systems, 

aiming to uncover the challenges, limitations, and gaps that hinder the system from reaching its full 

potential. The challenges facing the ontology-based Indonesian QA system have many aspects and 

require different considerations. These challenges include the sophistication of semantic 

understanding, the complexity of sentence variations, the constraints of template-based query 

construction, the traps of lexical gaps and ambiguities, and the uncharted territory of multi-domain 

ontology. Each challenge presents opportunities for more profound research, innovation, and 

collaboration among linguists, computer scientists, and domain experts. 

This section provides an overview of previous reviews and surveys regarding NLP and QA 

systems for Indonesians to ensure that the discussion in this paper has never been discussed before. 

Seven publications can be found that review and survey the Indonesian QA system and NLP 

resources. None of these papers discuss the ontology-based Indonesian QA system. A summary of 

the previous review is shown in Table 1. 

Table 1. A Summary of review on Indonesian QA system 

Reference Brief explanation Coverage 

Sulistyanto et al.2013 

[27] 

Identify approaches and methods that have been used in QAS Indonesia, 

as well as discuss development trends and emerging challenges 

2008-2013 

Wongso et al. 2017 [28] Review the Indonesian QA System using Named Entity Recognition 

(NER) 

2005-2015 

Utomo et al. 2017 [29] Reviewing the state of question analysis, document processing, and 

answer extraction techniques 

- 

Abdiansyah et al. 2018 

[30] 

Survey on answer validation (AV) 2005-2017 

Puspitarani et al. 2021 

[31] 

Review of current research trends, challenges, and information extraction 

opportunities using Indonesian. 

2014-2019 

Aji et al. 2022 [32] Provides an overview of the current state of NLP research and highlights 

challenges in Indonesian NLP 

2011-2021 

 
The contributions of this paper are as follows: 

• Update review of existing literature covering recent work on Indonesian ontology-based QA 

systems. 

• Several previous reviews have focused on components and techniques. This paper attempts to 

analyze the ontology-based Indonesian QA system from a linguistic aspect to evaluate the 

system’s ability to understand natural language-based input. 
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• Looking for gaps and presenting existing challenges for future development. 

The remaining sections of the paper are structured as follows. Section 2 delves into the 

methodology employed in the literature review, offering insights into the strict approach. Section 3 

provides a comprehensive overview of the architecture and classification of QA systems, shedding 

light on these systems' fundamental components and typologies. Section 4 categorizes and explains 

all the systems featured in the selected papers, providing a detailed analysis of their respective 

characteristics and functionalities. Section 5 outlines the pervasive gaps and formidable challenges 

that characterize the landscape of ontology-based Indonesian QA systems, underscoring the critical 

areas necessitating further exploration and resolution. Finally, Section 6 draws insightful 

conclusions from the review and charting direction for the future development of ontology-based 

Indonesian QA systems. 

II. Methods 

This literature review follows a systematic and structured methodology to identify, select, and 

analyze relevant literature on the challenges encountered in ontology-based Indonesian QA systems. 

The primary goal of this literature review is to investigate the challenges and limitations faced by 

ontology-based QA systems when applied to the Indonesian language. This review seeks to identify 

the key issues hindering such systems' development and effectiveness and understand potential 

solutions or strategies proposed in the existing literature. 

The selection of appropriate databases and a well-defined search strategy are essential to ensure 

comprehensive coverage of the relevant literature. Google Scholar will be utilized for the literature 

search. The search strategy will employ a combination of keywords and phrases relevant to the 

research topic. These include: “ontology-based question answering”, "Indonesian QA systems", 

"Indonesian question answering", "ontology-driven QA challenges", "semantic parsing in 

Indonesian", "knowledge base-driven QA issues", "ontology-based QA limitations", "Indonesian 

language processing challenges", "QA system semantic analysis problems", "ontology-based QA 

system difficulties", "challenges in Indonesian language QA". The search process will involve 

iterative refinements of the search terms to ensure the retrieval of the most relevant literature. 

Explicit inclusion and exclusion criteria will be applied to select relevant literature while excluding 

irrelevant. The Inclusion and Exclusion criteria describe in Table 2. 

Table 2. Inclusion dan exclusion criteria  

Inclusion Criteria Exclusion Criteria 

Papers are written in English. 

Papers published in conferences or online journals 
platform. 

Papers about ontology-based Indonesian QA systems.  

Papers published between 2010 to 2022 

Papers that are not written in English 

duplicated paper 
Full content of papers not available/could not be found. 

Paper contains theoretical concepts without proof of 

implementation 

 
The screening process will encompass an initial title and abstract screening, followed by a full-

text review. For the selected literature, relevant data will be extracted and organized. This data will 

include publication details, research objectives, methodologies employed, key findings, and 

challenges identified. The extracted data will be synthesized to identify common themes, patterns, 

and recurring challenges across the literature. 

The quality and rigor of the selected literature will be assessed through critical appraisal. Each 

paper's research methodology, experimental design, and contribution to understanding ontology-

based Indonesian QA system challenges will be evaluated. The assessment will consider factors 

such as the validity of findings and the credibility of the research. 

The synthesized data will undergo thematic analysis to identify overarching themes and patterns 

related to the challenges faced by ontology-based Indonesian QA systems. The identified challenges 

will be categorized and discussed in detail in the literature review. 

The findings of this literature review will be documented in a structured report format, including 

sections dedicated to the introduction, methodology, literature review, thematic analysis, discussion, 
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and conclusion. Proper citation and referencing of sources will be ensured, adhering to academic 

writing standards and citation guidelines. Ethical guidelines for conducting research will be followed 

diligently. 

III. QA System Architecture and Classification 

Typically, QA systems follow a pipeline design, where data undergoes sequential processing, 

ensuring that the outcome of one component serves as the input for the subsequent one. The 

architecture of QA systems comprises three key components: question analysis, document analysis, 

and answer analysis [26]. In practice, the components of the QA system depend on the approach 

used and the type of data source underlying it [27]. An Ontology-based QA system does not involve 

document analysis to get answers from candidate from unstructured text or documents like corpus-

based systems. However, it uses SPARQL query language to extract information from the ontology 

that represents the data source [28]. 

An ontology-based QA system’s working stages include question analysis, query construction, 

and answer analysis. Question analysis is the first stage of processing natural language queries, 

which aims to understand the question using various analyses, including morphological analysis to 

separate words into individual units, syntactic analysis to identify grammar, usually involving 

constructing parse trees, and semantic analysis to identify relationships between words, phrases, 

clauses, and sentence levels to obtain the correct meaning. The second stage is query construction, 

aimed at producing SPARQL queries based on the results from the question analysis stage. The final 

stage is answer analysis, executing SPARQL queries to extract answers from the ontology. 

According to [17][27] QA systems can be classified based on specific criteria, as shown in Figure 

1. Questions can be categorized into factoid, non-factoid, list, and confirmation. Factoid questions 

usually contain When, Where, How many/much, What, and Who. Answers to factoid questions are 

usually short and specific. Non-factoid questions ask for explanations; answers are presented as 

definitions, usually using Why and How to. The list of questions is almost the same as the factoid 

questions; the difference lies in the number of answers. A Boolean-type question, also known as a 

confirmation question type. The answer to a confirmation question is yes or no, true or false. The 

types of domains in the QA system are divided into closed and open domains. Close domain focuses 

on answering questions under a specific domain, such as sports, history, and culture. Open domain 

does not focus on just one domain. The goal is to answer questions with a wide range. The QA 

system relies entirely on data sources to generate answers. Data source types can be structured, 

semi-structured, and unstructured. According to [26][29][33][34][35], the approach that forms the 

basis of the work phase of the QA system can be classified into linguistic-based, rule-based, 

statistical-based, and pattern-based approaches. 

 

Fig. 1.QA system classification 
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IV. Ontology-based Indonesian QA system 

Based on the methodology stages that have been carried out and filtering using inclusion and 

exclusion criteria of previous papers regarding the ontology-based Indonesian QA system from 2010 

to 2022, only 14 papers were selected and arranged based on their classification, as shown in Table 

3. This section reviews the 14 ontology-based Indonesian QA systems and their novelties to 

highlight current challenges. The reviews are grouped according to four main approaches: (1) 

linguistic, (2) rule-based, (3) pattern matching, and (4) statistical.  

Table 3. Classification of 14 selected papers 

Citation Ref. Question Type Domain Approach 

Darari et al. 2010 [36] Factoid Close Linguistic 

Putra et al. 2016  [37] Factoid Close Statistical 

Atina er al. 2017  [38] Factoid Close Pattern Matching 

Wahyudi et al. 2018  [39] Factoid Open Pattern Matching 
Utomo et al. 2019  [40] Factoid Close Statistical 

Yunmar et al. 2019 [41] Factoid Close Pattern Matching 

Amalia et al. 2020 [42] Factoid Close Pattern Matching 

Ishlakhuddin et al. 2021  [43] Factoid Close Rule-Based 

Rahajeng et al. 2021  [44] Factoid Close Statistical 

Perangin-Angin et al. 2022 [45] Factoid Close Statistical 

Hasanah et al. 2022 [46] Factoid, Non-Factoid Close Statistical 

Jasmi et al. 2022 [47] Factoid Close Statistical 
Saldhi et al. 2022 [48] Factoid Close Statistical 

Anggrayni et al 2022 [49] Factoid Close Pattern Matching 

A. Linguistic Approach 

The ontology-based Indonesian QA system presented by [36] consists of an NLP semantic 

analyzer and SPARQL query generator module. [36] reused the Semantic Analyzer module 

developed by [50]. This module has four parts: (1) The lexicon contains vocabulary words and 

linguistic information. (2) Grammar to determine the structure of sentences syntactically. (3) Lexical 

semantics store semantic values for each word in the lexicon. (4) Semantic attachment rules 

instructions to produce semantic representations based on grammatical rules. 

The NLP semantic analyzer receives interrogative sentence input and then performs a parsing 

process to produce semantic notations (lambda-calculus) using a syntax-driven semantic analysis 

technique. NLP semantic analyzer generates questions and conditional variables. SPARQL query 

generator translates the semantic notation into SPARQL query by arranging the question variable for 

the SELECT clause and conditional variable for the WHERE clause, and the final answer is 

generated from the query execution result. The SPARQL query formation process is illustrated in 

Figure 2. 

 

Fig. 2. The formation of SPARQL query 

B. Rule-based Approach 

The development of a QA system with a rule-based approach was carried out by [43]. The 

system receives input in the form of interrogative sentences. The question analysis process begins by 

breaking sentences into tokens (tokenizing), then removing stop words (filtering), and classifying 

the order of tokens according to their class (class) in Ontology. Classification results are stored in 

variables for examination using specific rules to determine answers. The final answer is not 

extracted from the ontology and does not use SPARQL queries. The ontology developed by [43] is 

only used as a lexicon for the classification process. 
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C. Pattern Matching Approach 

The reference authors [38] developed an information retrieval system that accepts command 

sentences as input. NLP tasks consist of case folding, tokenization, and filtering to generate a series 

of words to be matched against specific patterns to generate SPARQL queries. The final information 

is presented based on the results of the SPARQL query execution. 

The authors of reference [39] suggest a Question Answering (QA) system employing the graph 

pattern association rule (QAGPAR) within the YAGO knowledge base. The input question using 

interrogative sentences is translated into graph form through four steps: (1) question classification, 

(2) graph component formulation, (3) query formulations, and (4) query processing. In the first step, 

the question must match the existing templates. Next, in the second step, the output from the first 

step will be transformed into a graph form. Then, the third step produces a query based on the model 

from the graph component. Finally, query processing executes the query to obtain the answer from 

the KB. Moreover, [39] adds an optimization query feature to not found-answers from the database 

by using graph-pattern association. 

The reference authors [41] design an ontology-based Indonesian QA system that can process 

incomplete question sentences, such as a question sentence without a question word or an object of 

the question and a question sentence with unclear adjectives. The stages in question analysis are 

Stemming, Stop word Removal, Tokenizing, Post Tagging, and Keyword Identification. The 

SPARQL query is formulated using keyword association, predicate identification, and property 

identification to fill the slots in the prepared query template. [41] Also, design an ontology that uses 

a keyword property that functions as a thesaurus to find the question objective. Another study that 

used steps similar to [41] in the analysis process to form SPARQL queries was [49]. The difference 

lies in the ontology domain. An illustration of sentence processing with pattern matching is 

presented in Figure 3. 

 
Fig. 3. Illustration of sentence processing with pattern matching 

D. Statistical Approach 

In research conducted by [37], to obtain semantic similarity between the questions and each verse 

in the KB, the questions are transformed into weighted vectors using the term frequency-inverse 

document frequency (TF-IDF). Then, the semantic similarity is measured using the cosine similarity 

algorithm between questions and verses in the knowledge base to retrieve relevant verses. After 

obtaining the semantic relevance verses, named entity recognition (NER) and feature extraction are 

performed to select the best verse and extract the answers. The verse with the highest score based on 
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the correctness of the probability calculation is returned as the answer.The authors of reference [40] 

build QA framework consisting of six steps: (1) pre-processing, (2) morphological analysis, (3) 

question classification, (4) query expansion, (5) document processing, and (6) answer extraction.  

The first step, pre-processing, consists of tokenization, punctuation removal, stop-word removal, 

and stemming operation. The output of the morphological analysis is the essential keyword in the 

root form, which then becomes the input for the question classification and query expansion. In the 

third step, the Radial Basis Function Network algorithm (RBFN) is used to extract and determine the 

answer type [40] utilize their own training data set that is created by the TF-IDF technique. Query 

expansion acts to find the synonym and extend the keyword using available Indonesian WordNet. 

The answer type and the keyword are used as the inputs in the fifth step, generating the SPARQL 

query with answer type (CLASS) and keyword (Instance) as the parameters to be executed. Lastly, 

the execution result from the fifth step becomes the input (candidate answers) for answer extraction, 

implementing a word-matching scoring technique to list the answers by counting the number of 

similar words between synonyms and candidate answers and determining the best score based on the 

highest score. Word matching scoring technique is applied to create a list of answers by counting the 

number of similar words between synonyms and candidate answers. The best answer is determined 

based on the highest score. 

The authors of reference [44] developed an Indonesian QA system that employs a Knowledge 

Graph as its data source. This system comprises four distinct modules: (1) question classification,(2) 

information extraction, (3) token mapping, and (4) query construction. The first module involves 

classifying the question to determine the appropriate class for the 'SELECT' statement. The second 

module identifies a set of extracted tokens and assigns them token-type labels, which can be 

correspondingly mapped to the 'WHERE' statement. The third module uses a set of extracted tokens, 

a token type label, and a lexicalization dictionary sourced from the Knowledge Graph resources. 

This dictionary is established using translations and synonyms from the training data. Each extracted 

token's lexical similarity to resources of the same type is computed. The token is then paired with 

the resource exhibiting the highest similarity value, which becomes the input for the final module. In 

the last module, the results of token mapping and the answer type class are utilized, employing basic 

query templates to formulate SPARQL queries. 

In the first and second modules, the author of [44] compares three language models, SVM, 

LSTM, fine-tuned IndoBERT, and three text representations: TF-IDF, FastText, and IndoBERT. 

The labeled data for training and testing purposes were collected from 503 questions. An illustration 

of system architecture with a statistical approach is presented in Figure 4. Summary of the 

evaluation of ontology-based Indonesian QA system can be seen in Table 4. 

 
Fig. 4. Illustration of sentence processing with the statistical approach 
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Table 4. Summary of the evaluation of ontology-based Indonesian QA system 

Ref. Ontology Domain QA Analysis Evaluation 

[36] Economic - Semantic Analyzer [50] 
- SPARQL generator 

- 

[37] Indonesian 

Translated Quran 

- Stemming, NER, 

- TF-IDF, Cosine similarity 

- NER, Feature Extraction 

- 

[38] Indonesian 

Manuscript 

- Case Folding, Tokenizing, Filtering 

- SPARQL query template 

- Indexing 

Precision: 100% 

Recall: 93.3% 

 

[39] - - Question classification (template pattern) 
- Graph transformation (Neo4j), Query generation 

- Query processing with graph-pattern association rules 

Accuracy: 90% 

[40] Quran - Tokenizing, punctuation and Stop word remover, Stemming  

- TF-IDF + Classification (RBFN), Query expansion 
- SPARQL query template, word scoring, answer ranking 

- 

[41] University 

Admission 

- Stemming, Stop word Remover, Tokenizing, POS Tagging 

- Keyword Identification 

- SPARQL query template 

- 

[42] Drug and Disease - Case folding, tokenizing, phrase detection, Stemming, 

Filtering 

- Keyword Identification 

- SPARQL query template 

Accuracy: 90% 

[43] Computer Server - Tokenizing, Stop word remover, classification 

- Rule-based syntactic parser 

- data extraction, answer generating 

Accuracy: 95% 

[44] Face Beauty 
Product 

- Question classification and Information Extraction 
(SVM + IndoBERT, LSTM + IndoBERT) 

- Token Mapping: Lexical similarity 

- SPARQL query template 

Precision: 0.8823529 
Recall: 0.8418301 

F-Measure: 0.8499703 

[45] National History - Case Folding, Tokenizing, POS tagging 
- N-Gram + Classification (SVM) 

- SPARQL query template 

Accuracy: 
base question 93% 

non-base question 80% 

[46] National History - Case Folding, Tokenizing, POS tagging 

- N-Gram + Classification (Multi-Layer Perceptron) 
- SPARQL query template 

Accuracy: 57.37% 

[47] National History - Case Folding, Stemming (Sastrawi), stop word removal, , 

TF-IDF 

- Cosine Similarity (sklearn) 
- SPARQL query template 

Precision: 0.70 

Recall: 0.94 

F-Measure: 0.80 

[48] National History - Case Folding, Stemming (Sastrawi), stop word removal, 

TF-IDF 

- Question Analysis: Classification (Naive Bayes) 
- SPARQL query template 

Classification accuracy: 

67% (8.2 and 7:3 ratio) 

[49] National History - Case Folding, Stop word removal (Sastrawi), Tokenizing, 

POS tagging  

- Question Analysis: Word Identification 
- SPARQL query template 

Accuracy: 87% 

V. Challenges in ontology-based Indonesian QA system 

Exploring the challenges faced by ontology-based Indonesian QA systems is a crucial effort in 

advancing the field of natural language processing and knowledge retrieval for the Indonesian 

language. These systems, designed to leverage structured knowledge representations to answer user 

questions, face complex, diverse, and often interconnected challenges. These challenges encompass 

a spectrum of linguistic, semantic, and technical intrigue. Uncovering and addressing this 

complexity effectively is not only crucial for developing QA systems that are more accurate, 

context-aware, and user-friendly but also holds substantial implications for the advancement of 

natural language understanding and information retrieval adapted to Indonesia's linguistic and 

semantic landscape. This section discusses the gaps and challenges the ontology-based Indonesian 

QA system faces based on an investigation of the reviewed literature. In addition, since most of the 

challenges mentioned in this section are open, and some still need to be explored, it also highlights 

potential solutions and their implications for future progress. 
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A. Sentence meaning, sentence variation, and complex sentence. 

The system's ability to understand sentences semantically is still challenging in developing an 

ontology-based Indonesian QA system. Almost all existing ontology-based Indonesian QA systems 

rely on syntactic analysis to understand questions, with two main tasks in the parsing process are 

checking the suitability of the word sequence structure based on predefined patterns (domain-

specific grammar) and identifying keywords based on instances (subjects or objects), properties, 

classes, or relationships between words from the ontology. For these weaknesses [41][49] seek to 

improve performance and accuracy by adding semantic features such as synonyms, hyponyms, 

antonyms, and co-occurrent words (neighbors on the left or right). The aim is to expand the meaning 

of keywords based on the similarity of context/meaning on specific labels in the ontology or 

predefined dictionary. Understanding semantics at the word level is not enough to understand the 

meaning of a sentence. For example, to understand the relationship between "aku memiliki kaka tua" 

and "aku punya peliharaan" or to be able to distinguish between "apa yang Joko makan" and "apa 

yang memakan Joko" the QA system must also be able to understand how words relate to each other 

in sentences. As reported in studies [44][45][46][47], limitations in understanding questions 

semantically also occur in statistical-based approaches. Using several classification techniques with 

Indonesian language text representations has excellent performance results in classifying questions. 

However, the problem lies in the information extraction process, which relies on the results of 

lexical similarity calculations in determining which word or phrase corresponds to an instance 

(subject or object), property, or class in the ontology. This problem can cause prediction errors so 

that the resulting SPARQL query does not match the sentence's meaning or the question's context, 

which causes the system to give the wrong answer. The only work that discusses deep syntactic and 

semantic processing for Indonesian is OWLizr [36]. OWLizr can perform deep parsing by 

combining syntax rules with semantic composition to produce semantic interpretations, as shown in 

Figure 5. 

 

Fig. 5.Parsing illustration with semantic attachment 

In this way, the sentence can be fully understood from a semantic point of view (deep structure) 

so that the system can understand that "nasi memakan joko" is semantically incorrect even though it 

is syntactically correct. Although deep syntactic and semantic processing models used by [36] are 

promising, the complexity inherent in using lambda calculus notation and Prolog can be an obstacle 

when dealing with complex linguistic phenomena, such as long, convoluted sentences or sentences 

with many clauses. Parsing processes are driven by rigid rules and formalisms, not easily adapted to 

accommodate the structural complexity often encountered in real-world questions. The model's 

performance will also suffer when faced with sentences involving nested or embedded structures, 

where the interaction of various grammatical rules and lexical semantics can become very 

complicated. The model's ability to handle sentence variations, including differences in word order, 

sentence length, and syntactic construction, is also a limitation. Although this model's grammatical 

rules and lexical semantics are precise, it will be challenging to adapt to the diversity of linguistic 

expressions found in Indonesian, where word order and phrase structure can vary significantly based 

on context and language style. These limitations may cause the interpretation of questions to be 
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inaccurate or incomplete. Moreover, the effectiveness of [36] models relies on the completeness and 

accuracy of their linguistic resources. Incomplete or outdated resources can limit performance and 

hamper a model's ability to provide accurate answers in a rapidly evolving linguistic landscape. 

Complex sentences are still recognized as one of the toughest challenges faced by QA systems 

and are still the focus of discussion in recent research, even for the most widely studied language, 

English [27][51][52]. The ability of the ontology-based QA system to understand sentences 

semantically is related to its ability to handle complex sentence structures. Based on facts from the 

literature reviewed, it shows that the development of an ontology-based Indonesian QA system often 

focuses on handling more straightforward questions based on facts and structured knowledge, so 

handling complex sentences, including sentence variations, is an area that is less explored and 

discussed. According to [53], Indonesian complex sentences, commonly called multilevel compound 

sentences, consist of two clauses, and one of the clauses becomes part of the other. Complex 

questions usually contain many subjects, express many relationships, and include numerical 

operations [54][55]. 

An example of a complex question in Indonesian is "bisakah anda menyajikan peta lokasi 

gunung yang ada di pulau jawa yang ketinggianya lebih dari 3000 mdpl yang memiliki lebih dari 1 

jalur pendakian?" in English "Can you present a map of the location of mountains on the island of 

Java with a height of more than 3000 meters above sea level and which has more than 1 climbing 

route?". These sentences are rich in meaning but often cause automatic parsing, semantic 

interpretation, and knowledge extraction difficulties. Moreover, it involves geographic entities or 

concepts that require spatial operations that still need to be solved for QA systems to answer [1]. 

Ontology-based Indonesian QA systems typically depend on well-defined entities and relationships, 

making extracting precise information from sentences with multiple levels of embedding or intricate 

phrasing challenging. Moreover, complex sentences often involve various linguistic phenomena, 

including idiomatic expressions, subordination, and coordination, which can further complicate the 

process of knowledge extraction. 

The problem of handling complex sentences is inherently related to the issue of sentence 

variation because complex sentences represent a subset of sentence variations. Both challenges 

demand robust natural language understanding capabilities and sophisticated linguistic analysis. 

Complex sentences, with their complex syntactic and semantic structures, exemplify the nuances 

and intricacies of sentence variation. Therefore, addressing complex sentences effectively is a 

foundational step toward tackling the broader problem of sentence variation.  

In Indonesian, sentence variation includes various grammatical forms, word orders, and 

contextual dependencies. As an example of variations of sentences in Indonesian, “Siapakah yang 

menulis buku The Study in Scarlet?”, “Buku The Study in Scarlet ditulis oleh siapa?” and "Ditulis 

oleh siapa buku The Study in Scarlet?" These sentences are different syntactically but have the same 

meaning, asking who is the author of The Study in Scarlet? Most QA research in Indonesia has 

traditionally focused on more fundamental challenges, such as ontology design, knowledge 

representation, information retrieval techniques, or improving entity recognition. While sentence 

variation remains a relatively under-discussed problem in ontology-based Indonesian QA research, it 

is a crucial challenge that requires more dedicated attention. Addressing this issue can lead to the 

development of more accurate and adaptable QA systems that can effectively navigate the linguistic 

intricacies of Indonesian and provide contextually relevant answers to a broader range of user 

queries.  

Understanding sentence semantics, handling complex sentence structures, and dealing with 

sentence variations are interconnected challenges at the core of developing a robust and advanced 

ontology-based Indonesian QA system. These challenges have a symbiotic relationship, where each 

aspect significantly influences and impacts the other aspects, thus underscoring the need for a 

holistic approach. Addressing these interconnected challenges in an ontology-based Indonesian QA 

system will dramatically improve the accuracy and relevance of the answers provided, making them 

more valuable for information retrieval and increasing user satisfaction. Therefore, further research 
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needs to focus on answering these challenges in the context of the ontology-based Indonesian QA 

system. Several strategies can be studied further to answer the challenges. 

Firstly, leveraging advanced NLP techniques, which combine syntactic analysis with semantic 

parsing techniques, can empower the system to deconstruct complex sentences and extract 

meaningful information accurately. Second, build an Indonesian linguistic ontology as a 

fundamental source for semantic parsing. Developing a semantic parser requires a foundation that 

provides structured knowledge about language-specific concepts, word meanings, and relationships 

between words to perform accurate and contextually relevant semantic analysis. Building a 

linguistic ontology can be considered a solution to the difficulties of semantic parsers in interpreting 

language effectively and overcoming weaknesses, such as in research [36]. Linguistic ontologies 

differ from general domain ontologies in their scope and purpose. Linguistic ontology captures 

semantic nuances, contextual variations, synonyms, antonyms, and other language-specific attributes 

essential for accurate language understanding. 

In contrast, general domain ontologies focus on representing knowledge and concepts within a 

specific subject area or domain, such as medicine, finance, or geography. The development of this 

general domain ontology dominates ontology-based Indonesian QA research. Building a linguistic 

ontology is critical to improving the precision and reliability of semantic parsers, ultimately 

improving the overall performance of a natural language understanding system and its ability to 

provide meaningful responses to user queries. 

Third, specifically for the statistical approach employed in ontology-based Indonesian QA 

systems, it is crucial to consider the incorporation of more sophisticated and context-aware language 

models, such as transformer-based models like GPT-4, RoBERTa, or even more recent iterations 

that may emerge since knowledge cutoff in September 2021. These models capture nuanced 

semantic information, understand context, and produce coherent text. Upgrading the language model 

can significantly improve the accuracy of question classification and information extraction. Using 

pre-trained word embeddings such as FastText and IndoBERT, as in [44], is also a respectable 

approach. However, there may be potential benefits in exploring newer embeddings that have 

emerged in the natural language processing field, which can provide a richer semantic representation 

for tokens such as Word2Vec or ELMo. 

Moreover, the ontology-based Indonesian QA system covered in this review relies on small 

datasets. Expanding the labeled dataset could be beneficial, as it will allow the model to generalize 

better and handle the wide variety of semantic nuances in real-world questions. Additionally, it is 

essential to ensure that the dataset remains up to date to accommodate changes and developments in 

the domain ontology. Additionally, continuously updating and maintaining the lexicalization 

dictionary is critical to ensure the system remains aligned with the evolving semantics and additions 

to the knowledge resources. 

B. Template-based SPARQL query construction 

Most of Indonesia's existing ontology-based QA systems use simple template-based SPARQL 

query constructs because simple questions can generally be answered with a set of triplet patterns. A 

query template is a predefined set of queries consisting of SELECT and WHERE clauses with one 

or two triple pattern slots to fill that can be supplemented with FILTER expression slots. 

Undoubtedly, the use of template-based in the construction of SPARQL queries is the fastest and 

easiest way to develop a new QA system, especially for simple questions on a single domain QA. 

However, based on evidence from research [44][45][46][47][49], the drawback of using template-

based queries is that they are prone to semantic gaps, which are caused by the effect of exact string 

matching so that the resulting form of the query is not following the results of the deduction of the 

question which ultimately produces the wrong answer. The limited number of existing query 

templates is also a weakness; not all queries can be handled using existing templates, and it is almost 

impossible to manually provide all forms of queries for various questions, especially for complex 

questions in a multi-domain QA system. Plus, template-based queries are not flexible in dealing with 

changes in ontology, where problems will arise when new relations are added to the ontology. 
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Exploring more sophisticated query generation techniques for future advancements in ontology-

based Indonesian QA systems is necessary. This exploration may include the implementation of 

semantic matching algorithms that go beyond exact string matching by utilizing semantic similarity 

measures or using natural language understanding techniques to align questions more precisely with 

the user's intended meaning. This algorithm is important because it bridges the semantic gap in 

template-based queries. Additionally, it is recommended to develop a system that can generate query 

templates based on user queries dynamically. This approach offers the advantage of accommodating 

a broader spectrum of query forms, thereby reducing reliance on manually created templates. 

Ontology evolution techniques can also be applied to systems to adapt to changes in ontology 

structure, ensuring that new relationships or concepts are integrated into the QA system smoothly. 

C. Lexical gap and ambiguity. 

A question can only be answered if every vocabulary that references an entity is identified in an 

ontology. Describing terms (vocabulary) for an RDF resource can be done through the property 

value rdfs:label. Several labels are commonly used to model synonyms for words that refer to the 

same RDF resource, as shown in the study [41][49]. However, knowledge bases usually only 

contain different terms that can refer to a particular entity. When the vocabulary used in a question 

differs from that used in the ontology labels, a lexical gap occurs, significantly reducing the 

percentage of questions that a system can answer. 

On the other hand, strategies to enrich vocabulary to overcome lexical gaps can raise ambiguity 

problems because the exact words can have different definitions [56]. Ambiguity hinders correct 

interpretation of user questions and retrieval of contextually relevant information. Research [46] 

shows that ambiguity dramatically affects the system's accuracy.  

Another cause of the lexical gap is vocabulary differences from using another language to label 

resources, as reported in research [44]. Since every QA system is very dependent on language 

resources, it is necessary to mention that Indonesian is still classified as a low-resource language 

[25] and the limitations of NLP resources and tools are also a challenge in developing a QA system. 

Using resources and tools for other languages can be a temporary solution. It causes language 

barriers. As reported in [37], using English stemmers (Lucene) causes over-stemmer, thus 

dramatically affecting accuracy. Several studies also report that already available Indonesian 

resources, such as POS tagging, still need support with standardization. Although research 

discussing Indonesian language resources has increased in the last decade, the availability of these 

resources still needs to be improved, and contributions are still needed to increase their use. 

Several strategies can be applied to overcome the challenges of lexical gaps, such as synonym 

expansion, contextual understanding, word embedding, and ontology enrichment. However, 

addressing lexical gaps in ontology-based QA systems involves a trade-off between enhancing 

vocabulary coverage and managing semantic ambiguity. Therefore, further investigation is needed 

to combine several strategies, such as synonym expansion, contextual understanding, and ontology 

enrichment, to create a hybrid approach that effectively overcomes lexical gaps and ambiguity. 

Although the described solution offers a way to bridge the gap between user queries and ontology 

labels, it also presents challenges regarding resource availability (POS tagging, named entity 

recognition, lexical databases, and others). Therefore, this paper encourages collaboration between 

the NLP community and related organizations to standardize linguistic resources for low-resource 

languages such as Indonesian, also includes encouraging the exchange of linguistic resources and 

data between researchers and organizations in Indonesian language processing. Open data initiatives 

can help overcome resource limitations, system complexity, and evaluation. 

D. Multiple-domain ontology. 

The ontology-based Indonesian QA system reviewed in this paper, except for [39], which uses 

YAGO [57] as its KB, operates in limited and closed domains. These systems are designed to 

answer questions for one particular topic and usually use one ontology to cover one particular 

knowledge domain, such as economics, history, and tourism. The grammar and lexicon built are also 

limited to the ontology specifications of the domain scope. Therefore, designing an Indonesian QA 

system based on a multi-domain ontology poses challenges from various linguistic features, domain-
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specific nuances, and the complexity of managing various ontological frameworks. Adapting a 

system to a different domain will amplify its complexity. Each domain requires a different ontology, 

terminology, and contextual interpretation. Creating and maintaining these domain-specific 

resources requires significant time and resources, especially in a language with relatively little 

existing ontological structure. 

Despite the complexity, developing a multi-domain ontology is very important to advance the 

ontology-based Indonesian QA system because it can significantly expand the scope of knowledge. 

Closed-domain QA systems are limited to a particular subject or domain, limiting their usefulness in 

answering user questions. By developing a multi-domain ontology, the QA system can respond to 

various domain topics, varying from economics, history, science, culture, and more. Comprehensive 

knowledge coverage provides a more flexible and user-friendly experience, where users can ask 

questions across multiple domains without needing a separate dedicated QA system. Enabling a 

single QA system to handle questions across multiple domains will increase user satisfaction and 

convenience. In real-world scenarios, questions often require a multidisciplinary approach or cross-

domain knowledge. For example, understanding complex issues such as climate change requires 

meteorology, environmental science, and economics knowledge. Multi-domain ontologies equip QA 

systems to provide comprehensive and contextually relevant responses, reflecting complex 

knowledge interactions in real-life scenarios. 

Moreover, by dealing with multiple domains, QA systems must understand a broader spectrum 

of linguistic expressions, including domain-specific terminologies and nuances. This linguistic 

challenge drives advancement in NLP and understanding, enhancing QA systems and other NLP 

applications. Developing multiple-domain ontologies also stimulates research and development 

opportunities. It encourages collaboration among domain experts, linguists, and NLP researchers, 

driving innovation in ontology construction, semantic interoperability, and knowledge 

representation. These advancements have broader implications beyond QA systems, benefiting the 

broader field of artificial intelligence and human-computer interaction. 

Addressing the challenge of developing multiple-domain ontologies for ontology-based 

Indonesian QA systems requires a multifaceted approach, especially in the context of limited 

previous discussions. Firstly, future research should emphasize knowledge sharing and collaboration 

among researchers, domain experts, and linguists to create a collective pool of domain-specific 

ontologies. Establishing a centralized repository or platform for sharing ontological resources and 

experiences can accelerate progress in this area. 

Secondly, research should emphasize the development of domain-agnostic ontology frameworks 

that can be adapted efficiently to various domains. It involves designing ontological structures that 

are inherently flexible and capable of accommodating new domains without requiring extensive 

manual adjustments. Lastly, research should explore semi-automatic or machine-assisted approaches 

for ontology adaptation. Leveraging natural language processing and machine learning techniques 

can facilitate the automatic alignment of ontologies with new domains, making the process more 

efficient and less resource-intensive. 

VI. Conclusion 

The ontology-based Indonesian QA systems area faces a series of complex challenges essential 

to address for advancing natural language processing and knowledge retrieval in the Indonesian 

language context. These challenges encompass various linguistic, semantic, and technical aspects, 

and they are intricately interconnected. Some primary challenges are understanding sentence 

semantics, handling complex sentence structures, and dealing with sentence variations. Addressing 

these issues is critical to developing a robust and sophisticated ontology-based Indonesian QA 

system, as they directly impact the system's ability to provide contextually relevant and accurate 

answers to user questions. Addressing these challenges requires a holistic approach that combines 

advanced natural language processing techniques, linguistic ontologies, and sophisticated language 

models. 
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Although convenient, template-based SPARQL query construction has limitations, such as 

semantic gaps and inflexibility in adapting to ontology changes. Future advances should explore 

semantic matching algorithms, dynamic query templating, and ontology evolution techniques to 

improve the precision and adaptability of query construction. Lexical gaps and ambiguities in 

Indonesian QA systems are vocabulary coverage and semantic understanding challenges. Strategies 

such as synonym expansion, contextual analysis, word embedding, and ontology enrichment require 

further investigation to bridge this gap effectively. 

Developing multiple-domain ontologies is crucial for expanding the knowledge coverage of 

Indonesian QA systems. While it is a complex effort, it offers significant benefits regarding user 

convenience and the ability to address cross-domain questions. Collaboration among experts, 

flexible ontology frameworks, and machine-assisted ontology adaptation are vital strategies to tackle 

this challenge. Addressing these challenges requires a collaborative effort from researchers, domain 

experts, and linguists. Overcoming these obstacles will improve the performance of ontology-based 

Indonesian QA systems and advance the broader field of natural language processing and 

knowledge retrieval in low-resource languages like Indonesian. 
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