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Abstract: The existence of Massive datasets that are 

generated in many applications provides various 

opportunities and challenges. Especially, scalable mining 

of such large-scale datasets is a challenging issue that 

attracted some recent research. In the present study, the 

main focus is to analyse the classification techniques 

using WEKA machine learning workbench. Moreover, a 

large-scale dataset was used. This dataset comes from the 

protein structure prediction field. It has already been 

partitioned into training and test sets using the ten-fold 

cross-validation methodology. In this experiment, nine 

different methods have been tested. As a result, it became 

obvious that it is not applicable to test more than one 

classifier from the (tree) family in the same experiment. 

On the other hand, using (NaiveBayes) Classifier with the 

default properties of the attribute selection filter has a 

great time consuming. Finally, varying the parameters of 

the attribute selections should be prioritized for more 

accurate results. 

Keywords: classification techniques, WEKA, data mining, 

bioinformatics, knowledge discovery, large-scale data. 

1. INTRODUCTION 
Nowadays, a large amount of data is being gathered and 

processed. The traditional way is manually accumulating 

the data but this task becomes uninteresting in the case of 

huge amounts of data (Pavlidis, et al. 2002). Computers 

have brought about substantial improvements to technology 

that helps to deal with enormous amounts of data 

(Bergmann, Jan and Naama 2003) (Fayyad and Paul 1997). 

The new technologies make it possible to use and organize 

the huge volumes of data (Angus-Hill, et al. 2001) (Kifaya 

2009). Managing large-scale data has become a major field 

of research, namely data mining (Li and Wong 2002). 

Data Mining is a process of identifying the unique and the 

required patterns in large - scale data. Its learning 

techniques can be classified in to both supervised and 

unsupervised. A common unsupervised technique is 

clustering (Huttenhower, et al. 2006). While the common 

supervised learning techniques, which are useful to be used 

in medical and clinical research, are Classification, 

Association rules and Statistical regression (Schreiber and 

Baumann 2007). 

This study will focus on the usage of different classification 

techniques on large-scale bioinformatics dataset. The 

WEKA software has been used to perform the 

classification process. This is because it consists of the 

major learning techniques that can be used in classifying 

and analysing massive amounts of medical data such as 

Bayesian classifiers and decision trees. (Yang, et al. 2007). 

 

 

 

2. LITERATURE REVIEW 
In this part, the most relevant works to this study have been 

reviewed. The concentration of the review has been given 

to the aim of the work, the classifier types and the results. 

The study conducted by (AL-Nabi and Ahmed 2013), 

comparing the performance efficiency among three 

classification's techniques (Decision tree, KNN, Bayesian) 

and analysing the required time complexity using a Survey. 

As a result, the authors argued that all DecisionTree's 

algorithms are the easiest algorithm as compared to KNN 

and Bayesian algorithms and have the least error rate. The 

result showed that the DecisionTree outperformance and 

Bayesian classification had the same accuracy while the 

other methods that based on clustering, such as KNN 

Classification, are not giving good results. The study 

supposed that while using KNN classifier, it is possible to 

improve the efficiency of results by increasing the number 

of datasets while increasing the attributes can affect the 

efficiency of the result for Bayesian algorithm classifier. 

Another group of researchers (David, Saeb and Al Rubeaan 

2013) have conducted a study for analysing Data Mining 

Tools and Classification algorithms in Medical 

Bioinformatics. The medical bioinformatics analyses have 

been performed to demonstrate the usage of WEKA in the 

diagnosis of Leukemia. “leukemia_all_72x7129” database, 

which has 7130 attributes and 72 instances, has been used 

for comparing the (Decision tree J4.8, Bayesian Network 

and a Naïve Bayes) classification techniques depending on 

their reported accuracy, learning time and the error rate. 

During the experiment, the highest accuracy reported was 

98.6111% for Bayesian in 0.17 seconds and the lowest was 

81.9444% for Decision tree.J48 in 0.62 seconds. 

Another research done by (Tan, et al. 2010) was 

concentrated on analysing huge volume data mining and 

compares their performance to the MapReduce model. The 

authors used the Naive Bayes classification technique with 

different methods dealing with the training set. Using a 

real-world huge volume data set in their research, they 

explored and compared the accuracy of three large-scale 

data mining approaches. The result of the experiments 

shows; for building a more accurate model, more data in 

training should be used. In other words, with increasing the 

sampling size, the sampling model can also get the same 

accuracy as the ones built on the available data. Moreover, 

the authors explored the relationship between the accuracy 

of the model with the sampling size in sampling model and 

the model accuracy with the data partitioning size in 

ensemble model. Based on their analysis, they proposed an 

idea of utilizing MapReduce framework to help improve 

the accuracy and efficiency of sampling.  

 

 

 

 



 

 

3. METHODS AND MATERIALS 
3.1. WEKA SOFTWARE 

In this study, WEKA software has been represented as 

useful tool for performing the classification mechanism, 

pre-processing and analysis of result (Fayyad and Paul 

1997) (Erica and Falk 2009). It represents a collection of 

machine learning algorithms written in Java programming 

language; provide the required tools to obtain a better 

understanding that allows the biological problems to be 

solved. The Name of WEKA software stands for “Waikato 

Environment for Knowledge Analysis”. It is available 

under the General Public License. “Weka software was 

developed at the University of Waikato in New Zealand”. 

(Schreiber and Baumann 2007). 

As shown in figure (1), the Weka software can be started 

from one of the four different interfaces on the main GUI 

Chooser window. These interfaces are Explorer, 

Experimenter, Knowledge Flow and Simple CLI. The 

following is a simple explanation for each of them (Tan, et 

al. 2010) (Kretschmann, Fleischmann and Apweiler 2001). 

Simple CLI: “simple command-line” interface that can be 

used for the direct execution of WEKA commands on 

operating systems that do not provide their own command 

line interface (Pavlidis, et al. 2002).  

Knowledge Flow: which represents is an interface that 

creates a flow of information by connecting the individual 

learning components graphically (Kifaya 2009). 

Experimenter: This is an “environment for conducting 

statistical tests between learning schemes and performing 

experiments that could be distributed across more than one 

computer running remote experiment servers”. (Yoo, et al. 

2012) 

Explorer: This is the main interface in Weka; through the 

explorer, users can load data in various formats ARFF, 

C4.5, CSV, and library (Li and Wong 2002). In the present 

study, the explorer interface was used to load the data and 

applying the classification process. 

As shown in figure (2), there are six (6) tabs in the WEKA 

explorer window, which can be used to perform different 

tasks such as pre-process, classify, associate, cluster, select 

attribute and visualize.  

3.2. CLASSIFICATION TECHNIQUES 

Classification techniques can be used to process and 

analyse a huge volume dataset. It takes each instance of the 

data and assigns it to a specific class in order to decrease 

the classification errors. This procedure is used as 

recognized method for making the same decisions in any 

new situations (Guerra, et al. 2011) (Eisen, et al. 1998). 

The classification process applied in two-steps. In the first 

step, The Classification algorithm applied on training data 

set to create a model. While in the second step; the 

extracted model is tested against a predefined test dataset in 

order to measure the accuracy and performance of the 

model. (John and Langley 1995) (Luscombe, Greenbaum 

and Gerstein 2001). As result, the Classification techniques 

can be defined as, “the process to assign class label from 

such a dataset whose class label is unknown”. (David, Saeb 

and Al Rubeaan 2013). 

3.3.  BRIEF DESCRIPTION OF THE DATA SET 

In this experiment, there is a large-scale bioinformatics 

dataset that comes from the protein structure prediction 

field. It has been partitioned into training and test sets using 

the ten-fold cross-validation methodology adapted to 

protein datasets. Each training set has about half 234000 

instances. The dataset has 180 attributes and there is no 

missing value to be treated in this experiment. The train set 

details (instances, class distribution, attributes and type of 

attributes) has been provided in Table 1, while Table 2 

contains the same details for the test set. 

From table (1) and table (2), it is clear that there are (180) 

attributes for each fold of the data set, and all of them are 

Numeric. Regarding to the class distributions, each fold has 

only 2 types of classes with different amplitude (number of 

instances for each class). 

 

3.4. EXPERIMENTAL DESIGN  

In this section the combinations of methods, which have 

been used to design the experiment and solve the problem 

will be explained. By using [Weka] software, the 

experiment has been easily designed and (9) different 

methods have been tried. In all of the (9th) methods the 

following components have been used:  

-The (ArffLoder) from the (data sources tab) that is 

used to add the data sets and loading the data. 

-The (classAssigner) from the (evaluation) tab which is 

used to specify which column to be the class. 

- The (TrainingSetMaker) from the (evaluation) tab, that 

is used to make a data set into a training set.  

-The (TestSetMker) from the (evaluation) tab, that is 

used to make a data set into a test set. 

-The (ClassifierPerformanceEvaluator) from the  

  (Evaluation) tab, which is use to evaluate the 

performance of patch trained/tested classifier. 

-The (TextViewer) from the (visualization) tab, that’s  

  used to show the result of the experiment after loading  

  the data from the (ArffLoader). 

In addition to the previous components, The Attribute 

selection Filter (type of filters that can be chosen from the 

filter tab and used to specify the feature selection method 

that will be used with different classifiers have been used 

for each method) have been used with its default properties 

for the all methods except (method8) where its evaluator 

has been changed to(WrapperSubsetEval) and its (search) 

to (GeneticSearch) and (method 9)where its evaluator has 

been changed to (ClassifierSubsetEval) and its (search) to 

(GeneticSearch). 
Method 1 

As shown in figure (3), (BayesNet) classifier has been 

used, it represents a probabilistic relationship among a set 

of random variables graphically. 

Method 2 

As shown in figure (4), (LADTree) classifier has been 

used. It is a class that uses the “LogitBoost” strategy for 

generating a multi-class alternating decision tree. 

Method 3 

As shown in figure (5), (j48) classifier has been used. It 

represents a class for generating an un-pruned or a pruned 

C4.5 decision tree.  

Method 4 

As shown in figure (6), 

(NaiveBayesMultinominalUpdaeable) classifier has been 

used. It is a class for building and using a multinomial 

Naive Bayes classifier. 

Method 5 

As shown in figure (7), (FilteredClassifier) classifier has 

been used, which removes the necessity of filtering the data 

before the classifier can be trained.  



 

 

Method 6 

As shown in figure (8), (REPTree) classifier has been used, 

It represents a fast decision tree learner that builds a 

decision (regression) tree using information gain/variance 

and prunes it using reduced-error pruning. 

Method 7 

As shown in figure (9), (NaiveBayes) classifier has been 

used. (NaiveBayes) classifier algorithm based on Bayesian 

theorem and it is suited when the dimensionality of the 

inputs is high. In spite of its simplicity, Naive Bayes can 

often outperform more sophisticated classification 

methods. 

Method 8 

As shown in figure (10), (ADTree) classifier has been used, 

which represents a class for generating an alternating 

decision tree. 

Method 9 

As shown in figure (11), the (ADTree) classifier have used 

with changing the properties of Attribute selection.  

 

4. RESULTS 
In this experiment, (9) different methods have been tested. 

These methods have been applied on each fold of the data 

set separately. Consequently, (9) results have been 

obtained. These results represent the accuracy of the 

Correctly Classified Instances that was obtained from each 

tried method. In this part, the average of the ten folds 

outputs has been calculated for each method separately. On 

the other hand, the time consuming by each fold of the data 

set was calculated while running the different (9) methods. 

The average of the time, including the time of the loading, 

consumed by the Ten folds set for each method have been 

calculated separately from other methods. The results have 

been shown in Table (3): Between these (9) methods, there 

are (3) methods that their classifiers are from (Bayes) 

family and (4) methods that their classifiers are from (Tree) 

family. Table (4) displays the (Bayes) family methods 

While Table (5) shows the (Tree) family methods, although 

they are already parts from the methods in table (3).  
 

5. DISCUSSION 
In this section, the alternative Classification techniques that 

have been used in the experiment will be compared in 

terms of the metrics reported in the previous section.  

The main focus was given to the percentage of the correctly 

classified instances as well as the consuming time to run 

this experiment, which was greatly changed from the 

minimum (0:1:16) to maximum (0:17:09). The collected 

results were shown in table (4). 

One of the good obtained results was from 

(FilteredClassifier) Algorithm. Although the obtained 

average of accuracy was not the best, but it could be 

considered as the best method has been run during this 

experiment. This is because it consumed only (0:01:37) to 

run it with good accuracy comparing to the consumption 

times by other methods with the default properties of the 

attribute selection. 

Regarding the methods that their classifiers were chosen 

from (Bayes) family (table (4)), the most challenging point 

was in (NaiveBayes) algorithm, where the average of its 

accuracy was the best between the methods from the same 

family (Bayes) but it takes an average time about (0:17:09). 

This is a great amount of time comparing to (BayesNet) 

algorithm which spent less than a half of this amount of 

time with an average of accuracy a bit less than 

(NaiveBayes). As a result, it can be argued that it is not 

good to use (NaiveBayes) Classifier with the default 

properties of the attribute selection in experiments that is 

sensitive to the time consumption. 

Comparing method (2) with method (6), it can be easily 

proved that it is not applicable to test more than one 

classifier from the (tree) family (with the default properties 

of the attribute selection) in the same experiment. This is 

because the average of the accuracy and the time 

consumption in both of them were approximately the same, 

although different classifiers have been used, but these 

classifiers were both from the same family (tree) as it is 

shown in table (5).  

On the other hand, the components of (Method 8) and 

(Method 9) exactly the same, the difference was only in 

changing the properties of the attribute selection 

(evaluation). From table (5), it is clear that although they 

have exactly the same average of the accuracy of the 

Correctly Classified Instances; the time consumed by 

(Method 8) was approximately three times more than the 

time consumed by (Method 9). 

Another challenging point was, the classifier (j48) have 

been used with the attribute selection (with changing the 

evaluator). It consumed more than (1:30:00) to run only 

one fold (fold 00) of the data set with accuracy not more 

than (71.4554). That is not a good result comparing either 

to the time it consumed or to the accuracy that was 

obtained from (Method 3) where the same classifier (j48) 

have been used with the attribute selection (with its default 

properties of evaluation and search). 

The same operation tested again on the classifier (j48) with 

applying a second change on the evaluator of the attribute 

selection. It consumed more than (8 hours) to run only one 

fold (fold 00) of the data set. 

From previous points, it can be assumed that changing the 

properties of the attribute selection (search and the 

evaluator) always leads to significant reduction in the time 

consumption.  

As a result, if this experiment have been designed again, it 

is better to keep in mind the previous realizations in order 

to apply the classification process with high accuracy in 

less amount of time.  

6. Figures and Tables 

6.1. Figures: 

 

  
Figure 1: Testing data- load current (amperes) 

 



 

 

 

Figure 2: Weka Explorer 

 

 
Figure 3: BayesNet Method 

 

 
Figure 4: LADTree Method 

 

 
Figure 5: j48 Method 

 
Figure 6: NaiveBayesMultinominalUpdaeable Method 

 

 
Figure 7: FilteredClassifier Method 

 
Figure 8: REPTree Method 

 
Figure 9 NaiveBayes Method 

 
Figure 10 ADTree Method 

 

 

Figure 11: ADTree Method with Changing the Properties of 

Attribute Selection 

6.2.Tables 

Table 1: The Characteristic of the Training Set 

 
 



 

 

Table 2: The Characteristic of the Test Set 

 
 

Table (3): The Average of the Accuracy and the Time 

Consuming of the Correctly Classified Instances 

Methods Average Time 

consumi

ng 

Mehtod1 (BayesNet) 76.25191 0:08:17 

Mehtod2 (LADTree) 77.265755

6 

0:09:09 

Mehtod3 (j48) 75.948333

3 

0:08:23 

Mehtod4 (Naïve  

BayesMultinominalUpdaeable) 

70.0338 0:10:20 

Mehtod5 (FilteredClassifier) 76.53422 0:01:37 

Mehtod6 (REPTree) 77.617722

2 

0:08:59 

Mehtod7 (NaiveBayes) 77.009922

2 

0:17:09 

Mehtod8 (ADTree) 70.149455

6 

0:03:42 

Mehtod9 (ADTree Changing 

the Properties of Attribute 

Selection) 

70. 149455

6 

0:01:16 

 
Table (4): Bayes Family Classifier Methods 

Methods Average Time 

consuming 

Mehtod1 (BayesNet) 76.25191 0:08:17 

Mehtod4 

(NaiveBayesMultinominal

Updaeable) 

70.0338 0:10:20 

Mehtod7 (NaiveBayes) 77.0099222 0:17:09 

 
Table (5): Tree Family Classifier Methods 

Methods Average Time 

consuming 
Mehtod2 (LADTree) 77.2657556 0:09:09 

Mehtod3 (j48) 75.9483333 0:08:23 

Mehtod6 (REPTree) 77.6177222 0:08:59 

Mehtod8 (ADTree) 70.1494556 0:03:42 

Mehtod9(ADTree/Changing 

the Properties of Attribute 

Selection) 

70. 1494556 0:01:16 

 

7. CONCLUSION 
The aim of this paper was to test the results of (9) different 

Classification methods applied on one a large scale dataset. 

The main focus was given in analysing and learning the 

Classification techniques rather than the data set itself. 

These methods were differs from each other in terms of the 

type of the classifier and/or the properties of the attribute 

selections that have used. From the obtained results, it 

became obvious that in this case of a large-scale 

bioinformatics dataset that comes from the protein structure 

prediction field, we can conclude the following points: 

 It is not applicable to test more than one classifier 

from the (tree) family, with the default properties of the 

attribute selection, in the same experiment, as the result 

will be approximately the same 

 Comparing to the other classifiers in the (Bayes) 

family, it is not preferred to use (NaiveBayes) Classifier 

with the default properties of the attribute selection in 

experiments care about the time consuming. 

 Varying the attributes of the feature selection 

(evaluator and search) always affect the result.  

 Among the seventh classifiers algorithms that have 

been used with the default properties of the attribute 

selection, the (FilteredClassifier) algorithm has better 

classification accuracy comparing to consumption time 

over and above compared algorithms.  

Finally, Fine-tuning the experiment platform changing the 

parameters of the attribute selections should be prioritized 

for more accurate results in any experiments further.  
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