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Abstract 
 

In the big data and digitalization era, fast-accurate decision-making has become a basic need, so 
data mining has a crucial role. The decision tree algorithm is quite commonly applied for 
classification functions, but performance level must always be evaluated for optimizing accuracy 
rate. Several optimization methods to accommodate these objectives include GA-bagging, PSO-
bagging, forward selection, backward elimination, SMOTE, under-sampling, GA-Adaboost, and 
ABSMOTE-WIGFS. The results of the decision tree experiment on ten types of accounting-
finance datasets used in this study obtained results with an average accuracy of 83.46%, an 
average precision of 65.64%, and an average AUC of 71.9%, while the majority of various 
optimizations are proven in improving the performance of decision tree algorithm where the 
application of ABSMOTE-WIGFS method is proven in providing the best rate with an average 
accuracy 87.71%, an average precision 87.09%, and an average AUC 84.87%, so it can be 
concluded that various optimization efforts are worth to be applied in case of accounting-finance 
themes for increasing the performance rate. Furthermore, the next research can prove these 
methods in other fields outside of accounting cases. 

  
Keywords: Classification, Optimization, Accuracy, AUC, Precision 
   
 
1. Introduction 

Today, the data mining approach has developed rapidly. It has already been applied in more 
expansive fields [1], some of which are [2] and [3] used a data mining approach to the agriculture 
sector [4] in the health sector, [5], [6], and [7] in the biology sector, and [8] who applied a data 
mining approach in the financial industry. One of the data mining algorithms, which is often used, 
is a decision tree. The decision tree classification algorithm has advantages in visualizing decision 
trees that easily interpret and handle discrete and numeric type attributes. However, the decision 
tree is also at risk of having weaknesses in entropy and Gini, so accuracy calculations are prone 
to be less than optimal when the dataset has an unequal class imbalance [9]. The class imbalance 
pattern is characterized by a case label being more unequal than others. For example, a label is 
represented by an extensive sample, while others are represented by a much smaller sample [10] 
[11]. 

The class imbalance obstacle can be overcome with various efforts, one of which is the sampling 
method [12], where [13] and [14] conducted optimization experiments by applying under-sampling 
and over-sampling methods. The sampling approach is basically training data manipulated to 
neutralize the distribution tendency of a label or class [14], [15]. 

Then, [16] conducted optimization experiments by applying genetic algorithm (GA)-bagging and 
particle swarm optimization (PSO)-bagging. Feature selection through GA and PSO methods is 
a pre-processing data activity to select feature subsets that minimize classifier prediction errors. 
Testing all possible combinations of features can be almost impossible, so the feature selection 
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techniques, both GA and PSO methods, try to find solutions in the range between sub-optimal 
and near-optimal areas by means of local search (not global search) throughout the process. 
Moreover, [17] observed that the Adaboost method could be applied to improve classifier 
performance. In addition, [18], [19], and [20] also conducted experiments by assessing 
comparisons among SMOTE, Adaboost, and bagging techniques to increase the accuracy level 
of a prediction. 

Furthermore, [21] and [22] observe that the forward selection method is feasible to be applied as 
an optimization effort, whereas [23] also experimented with using the backward elimination 
method as an optimization effort. The feature selection method, both forward selection and 
backward elimination, is based on a large feature space reduction, for example, by eliminating 
irrelevant attributes [23] to increase accuracy [23]. In this study, researchers will apply various 
optimization efforts, namely the GA-bagging method, PSO-bagging, forward selection, GA-
Adaboost, SMOTE, backward elimination, and under-sampling, to ABSMOTE-WIGFS on ten 
types of datasets in the financial-accounting sector. 
Through this research, the researcher hopes to contribute adequate scientific references for 
opening the focus of further research on the financial-accounting theme with the data mining 
approaches.  

 
2. Research Methods 

2.1. Data Mining 

In essence, data mining is analyzing hidden data in an extensive database by combining statistical 
science and artificial intelligence so that a pattern or information previously unknown is found to 
make it easier to understand and provide benefits in future decisions making [24]. 

2.2. Literature Review of Optimization Efforts 

[25] compared over-sampling, under-sampling, and synthetic minority over-sampling (SMOTE) 
techniques to improve prediction accuracy on minority labels. The results showed that the SMOTE 
optimization method achieved the best performance with an accuracy rate of 90.24%. Then, [17] 
observed that the ordinary version of the classification algorithm on 20 datasets obtained from 
the NASA Metrics Data Program and Predictor Models in Software Engineering Repository was 
proven that most of them experienced an increase in the AUC score after being optimized by 
applying the SMOTE method. Statistical tests prove that there is a significant difference between 
most of the ordinary version classifier models and the SMOTE model. Then, [14] observed that 
the ordinary version classifier on the telecommunications industry customer churn dataset 
obtained from https://bigml.com/dashboard/source/55c69eca200d5a25a0005180, it was proven 
that the AUC level had increased after being optimized by applying the over-sampling method 
that combined with Adaboost technique from 83.8% to 85.6%. Furthermore, [26] observed that 
the ordinary version classifier on the protein compound interaction prediction dataset [27] proved 
that the AUC level had increased after being optimized by the application of the Synthetic Minority 
Oversampling Technique (SMOTE) method from 50.3% to 64.9%. [28] also observed that the 
ordinary version classifier in the car evolution dataset taken from the UCI machine learning 
repository has proven that the average AUC level has increased by 9.97% after being optimized 
by the application of the SMOTE method. 

Meanwhile, [29] observed that the ordinary version of the classification algorithm on nine datasets 
obtained from the NASA metric data repository proved that most of them experienced an increase 
after being optimized by applying the GA-bagging method so that the AUC level that did not 
increase was only one of the nine datasets. Statistical tests prove that there is a significant 
difference between the ordinary classifier model and the GA-bagging model. Then, [30] observed 
that ten ordinary version classification algorithms on nine datasets obtained from the NASA metric 
data repository proved that most of them experienced an increase in the AUC score after being 
optimized by applying the GA-bagging method. Statistical tests prove that there is a significant 
difference between most of the ordinary version classifier models and the GA-bagging model. 
Statistical tests prove a significant difference between most ordinary classifier models and the 
GA-bagging and PSO-bagging models. In contrast, statistical tests prove no significant difference 
between eight out of ten GA-bagging and PSO-bagging models. Then, [31] observed that the 



LONTAR KOMPUTER VOL. 13, NO. 3 DECEMBER 2022 p-ISSN 2088-1541 
DOI : 10.24843/LKJITI.2022.v13.i03.p04 e-ISSN 2541-5832 
Accredited Sinta 2 by RISTEKDIKTI Decree No. 158/E/KPT/2021 

174 
 

ordinary version classifier in the banking marketing dataset obtained from the UCI Machine 
Learning Repository proved that the AUC level had increased after being optimized by applying 
the GA (genetic algorithm) method from 66.7% to 83.46%. Then, [32] observed that the ordinary 
version classifier in the diabetes mellitus prediction dataset proved that the AUC level had 
increased after being optimized by applying the Particle Swarm Optimization (PSO) method from 
75.8% to 76.5%. [33] Also, the ordinary version of the classifier in the high school selection dataset 
for students of SMP Islam Al-Hikmah Pondok Cabe proved that the accuracy rate had increased 
by 7.36% after the application's optimization of the GA (genetic algorithm) method. Furthermore, 
[34] and [35] also observed that the Particle Swarm Optimization (PSO) technique was proven to 
produce a better level of accuracy. 

In addition, [22] observed that the ordinary version classifier in the heart disease diagnosis dataset 
proved that the level of accuracy had increased after being optimized with the application of the 
forward selection method from 73.44% to 78.66%. Then, [23] observed that the ordinary version 
classifier in the Movie Review Polarity V2.0 dataset [36], it was proven that the AUC level had 
increased after being optimized with the application of the forward selection method from 71.26% 
to 76.2 %. Likewise, with the implementation of backward elimination, it is proven that the 
accuracy rate has increased from 75.2% to 78.66%. Then, [37] observed that the ordinary version 
classifier in two datasets, churn [38] and telecom [39], it was proven that the AUC level had 
increased after being optimized by applying the forward selection-weighted information gain 
method, which is combined with bootstrapping technique. [21] also observed that the ordinary 
version of the classifier in the graduation dataset of the Faculty of Computer Science UNAKI 
Semarang students proved that the level of accuracy had increased after being optimized with 
the application of the forward selection method from 90.95% to 97.14%. 

Regarding the Adaboost method, [40] observed that the classification algorithm produced an AUC 
level (area under curves) for predicting student graduation of 0.864, which was then optimized 
using Adaboost so that the AUC level increased to 0.951. Then, [41] observed that the ordinary 
version classifier in the restaurant review dataset located in New York, it was proven that the AUC 
level had increased after being optimized by applying the Adaboost method combined with the 
information gain feature selection technique from 50% to 88.7%. [42] Also, the classification 
algorithm resulted in an AUC level of for predicting heart disease is 0.957, which was then 
optimized using Adaboost to increase the AUC level to 0.982. 

2.3. Dataset and Research Framework 

In this study, the researchers applied a decision tree classification algorithm combined with 
various optimization methods to compare with the decision tree algorithm without the optimization 
method. The ten of accounting-finance datasets, which are the basis of the research, can be 
broken down into datasets that are publicly accessible and that cannot be publicly accessible, 
namely the credit card default dataset for banking customers [43], subscribing term deposits to 
prospective banking customers [44], lack of transparency in disclosing anti-corruption information 
on private sector corporations in Indonesia [45], indications of manipulation of financial statements 
using the Beneish Score on state-owned companies in Indonesia [46], credit approvals for banks 
[47], South German credit [48], banknote authentication [49], audit risk [50] for Indian companies, 
census of income [51], and bankruptcy dataset on Polish companies [52]. Thus, as presented in 
table I, the researcher utilized eight public access datasets and two non-public access datasets. 
After optimization, all datasets will undergo a data training model and then data testing to ensure 
whether. 
 
Table 1. Dataset Type 

Dataset Name Access Data Volume Label 
Composition 0 

Label 
Composition 1 

Default of credit card Public (UCI machine 
learning repository) 

5.000 rows 77,88% 22,12% 

Subscribing term 
deposit 

Public (UCI machine 
learning repository) 

5.000 rows 88% 12% 
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Dataset Name Access Data Volume Label 
Composition 0 

Label 
Composition 1 

Lack of anti-
corruption 
transparency  

Non-Public 141 rows 52,48% 47,52% 

Beneish M-score 
fraud 

Non-Public 105 rows 44,76% 55,24% 

Credit card approval Public (UCI machine 
learning repository) 

690 rows 55,5% 44,5% 

South German credit Public (UCI machine 
learning repository) 

1.000 rows 70% 30% 

Banknotes 
authentication 

Public (UCI machine 
learning repository) 

1.372 rows 55,54% 44,46% 

Audit Risk Public (UCI machine 
learning repository) 

776 rows 60,7% 39,3% 

Census of income Public (UCI machine 
learning repository) 

5.000 rows 75,92% 24,08% 

Bankruptcy Public (UCI machine 
learning repository) 

5.000 rows 94,74% 5,26% 

 
Based on table 1, datasets that have a data volume of more than 5,000 rows will be trimmed 
randomly to 5,000 rows while maintaining a proportional data structure, namely the percentage 
of majority labels and the percentage of minority labels so that the dataset used by the researcher 
remains as representative as the original version. This pruning was done because the rapidminer 
9.9 application used by the researchers was an unpaid version, so it was constrained by the 
maximum number of limitations related to the volume of data that could be processed. The 
preprocessing stage, if the original dataset has a missing value, the researcher will apply the 
replacement with the average value. The replacement technique with the average value is carried 
out because the researcher believes that the replacement with the average value is still 
representative of the original version with the condition that the number of missing value attributes 
is not proportional to the total number of data attributes in a dataset. In practice, there are only 
three datasets out of 10 datasets that have missing values where the number of missing value 
attributes in a dataset is not proportional to the total number of data attributes, so the average 
value technique is feasible to apply. Then the data that has gone through the cleaning process is 
ready to be sorted into a dataset for training and testing purposes. After that, it is processed using 
nine types of classifiers, namely the usual version of the decision tree algorithm and eight 
optimization methods, namely GA-bagging, PSO-bagging, forward selection, GA-Adaboost, 
SMOTE, backward elimination, under-sampling, ABSMOTE-WIGFS. Then in the next step, a 
validation process is carried out using 10-fold cross-validation so that the performance aspects to 
be observed can be measured, namely the accuracy, precision, and AUC level. 

2.4. Genetic Algorithm-Bagging (GA-B) and Genetic Algorithm-Adaboost (GA-A) 

Genetic algorithm (GA) is an optimization technique analogous to the principles of genetics and 
natural selection based on Charles Darwin's theory of evolution [53]. The rule that the stronger 
individual is likely to be the winner in a competitive environment can be analogized as the optimal 
solution can be obtained or represented in the final winner of the genetic game [31]. GA works 
with a population of individuals, denoted by a fitness value, which will be used to find the best 
solution to the problem. In the end, the most appropriate solution will be obtained from the existing 
problems. Then, the bagging technique has the potential to be superior to the boosting technique 
when it comes to environments containing noise data because boosting is more about trying to 
build a model to classify noise data correctly [16]. 

Meanwhile, the Adaboost method gives different weights to the training data distribution in each 
iteration. Each boosting iteration adds weight to the wrong classification variety and decreases 
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the weight to the correct classification variety to effectively change training data distribution [54]. 
In other words, Adaboost builds a robust classifier by combining several weak classifiers [14]. 

2.5. Particle Swarm Optimization-Bagging (PSO-B) 

Particle swarm optimization (PSO) is a population search method that is analogous to the social 
behavior of animal colony organisms such as termites, bees, birds, or fish, using a population 
(swarm) of individuals (particles) that is updated from iterations [32], [55]. That is, the rule that if 
a termite finds a food source through the right (optimal) path, then the rest of the members of the 
other termite group will also take the same way even though the location of the termites in the 
group is not close to each other, can be analogized as an attempt to find the optimal solution then 
each -each particle moves towards the best individual experience position (p-best) and towards 
the best global position (g-best) [55], [56]. Then, the bagging technique has the potential to be 
superior to the boosting approach when it comes to environments containing noise data because 
boosting is more about trying to build a model to classify noise data correctly [29]. 

2.6. Forward Selection (FS) 

Feature selection is a technique to determine the most relevant attribute in the dataset by 
selecting the correct subset of the original attributes because not all attributes may be relevant to 
the problem; even some of these attributes can interfere with the impact at reduced accuracy. In 
the forward selection method (FS), modeling starts with zero variables (empty model) then the 
variables are entered one by one until specific criteria are met [21], [22]. 

2.7. Backward Elimination (BE) 

Feature selection is a technique to determine the most relevant attribute in the dataset by 
selecting the correct subset of the original attributes. Not all attributes may be relevant to the 
problem. Even some of these attributes can interfere with the impact at reduced accuracy. In the 
backward elimination method (BE), the modeling starts with the complete model (full model), and 
then the variables are reduced one by one until specific criteria are met. 

2.8. Synthetic Minority Oversampling Technique (SMOTE) 

The synthetic minority oversampling technique (SMOTE) selects data from minority labels 
synthetically. It then adds it to the training data so that the minority label data is equal to the 
majority label data [15]. 

2.9. Under-sampling (US) 

Under-sampling (US) selects the majority label data at random and removes it from training data 
so that the number of majority label data is the same as that of minority label data [57]. 

2.10. ABSMOTE-WIGFS 

The ABSMOTE-WIGFS method is a combination method that refers to the substance of the 
experimental ideas of [37], [41] so that researchers experiment by combining data level 
approaches (Adaboost, Bootstrap, SMOTE), filtering approaches (Weight Information Gain), to 
the wrapping approach (forward selection) in an integrated technique as shown in figure 1, 2, and 
Figure 3 meanwhile bootstrapping is a resampling method that has been widely applied and 
allows the creation of more realistic models [37]. That is, bootstrap resamples with a replacement 
where the data, which has been selected in an experiment, can still be chosen again in the next 
experiment [37]. 
 

 
 

Figure 1. The process of the ABSMOTE-WIGFS method by version 9.9 of the Rapidminer 
application 
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Figure 2. Bootstrap resampling parameters for small data volume dataset by the Rapidminer 9.9 

 
 

Figure 3. ABSMOTE-WIGFS method process for small data volume datasets by the 
Rapidminer 9.9 

 
Based on Figure 4, a resampling of 10,000 records was implemented because resampling with a 
ratio of 1.3 times the input records has the potential to exceed the data processing capacity of the 
Rapidminer application, which has constraints on the maximum data volume limit. If the 
resampling selection on the bootstrap parameter exceeds the capacity, it will impact the potential 
for decreasing accuracy by up to 30%. 

2.11. Ten-Folds Cross Validation and Model Evaluation 

Cross-validation is a method that divides the dataset into two parts, where one part acts as training 
data while the other part acts as testing data. Some studies divide the data into ten parts, 90% is 
applied as training data, and the additional 10% is applied as testing data. This process is 
repeated up to 10 times, also known as ten-fold cross-validation. Researchers widely use this 
technique because it produces a more stable algorithm performance [24]. 

According to [58], the four fundamental matrices in evaluating the performance of the 
classification algorithm consist of True Positive (TP), False Positive (FP), True Negative (TN), 
and False Negative (FN). Then, the level of accuracy is defined as the ratio of the total number 
of correctly predicted observations, sensitivity is defined as the proportion of the positive 
observations correctly predicted as positive, and specificity is defined as how accurately the 
negative observations are correctly predicted as negative, so the Area Under Curve (AUC) 
representants the level of separability measurement that a model can distinguish among labels 
or classes. 
 
Accuracy  = (TP+TN)/ (TP+FP+TN+FN) 
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AUC  = 1/2 * (Sensitivity + Specificity) 
Furthermore, research [59] explains that the Area Under Curve (AUC) performance can be 
classified into five categories, namely: 
1. 0.90 – 1.00 = Excellent Classification 
2. 0.80 – 0.90 = Good Classification 
3. 0.70 – 0.80 = Fair Classification 
4. 0.60 – 0.70 = Poor Classification 
5. 0.50 – 0.60 = Failure 

  
3. Result and Discussion 

3.1. Recapitulation of Comparison 

The optimization variance experiment was applied to ten datasets using the rapidminer 
application version 9.9. Ten-fold stratified cross-validation is applied to validate the algorithm 
model, repeated ten times on the entire dataset, where each repetition uses different random data 
[60]. After the ten-fold stratified cross-validation is completed, the results of the ten-fold test for 
90% of the training data are combined. The pattern of the training data results is automatically 
applied to 10% of the testing data so that the performance evaluation results of the eight 
optimization experiments can be measured objectively, as presented in table 2, table 3, and table 
4. 
 
Table 2. Recapitulation of the evaluation of the comparison of the level of accuracy 

Dataset D-tree 
Optimization results of accuracy 

GA-B PSO-B FS GA-A SMOTE BE US 
ABSMOTE-
WIGFS 

Default of 
credit card 

77,98% 80,60% 78,46% 80,66% 78,50% 50,69% 78,44% 49,82% 71,52% 

Subscribing 
term deposit 

92,36% 97,16% 97,16% 97,10% 97,18% 93,93% 94,84% 89,92% 96,23% 

Lack of anti-
corruption 
transparency 

73,76% 77,30% 77,30% 73,05% 77,30% 73,65% 75,89% 76,12% 77,60% 

Beneish M-
score fraud 

62,86% 73,33% 74,29% 70,48% 77,14% 69,83% 69,52% 56,38% 89,40% 

Credit card 
approval 

80,43% 88,12% 86,67% 86,96% 87,39% 84,46% 84,49% 83,71% 90,56% 

German credit 70,70% 74,20% 75,50% 72,30% 74,7% 70,50% 72,2% 69,33% 87,97% 

Banknotes 
authentication 

97,81% 98,98% 99,05% 97,96% 99,78% 97,31% 97,96% 96,80% 99,75% 

Audit risk 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Census of 
income 

83,96% 85,46% 85,26% 85,38% 85,36% 81,64% 85,26% 79,98% 86,53% 

Bankruptcy 94,72% 94,76% 94,76% 94,80% 94,76% 62,11% 94,74% 59,89% 77,56% 

Average 
accuracy 

83,46% 86,99% 86,85% 85,87% 87,21% 78,41% 85,33% 76,20% 87,71% 

Bold: improved over the regular version of the decision tree; *: best performance 
 
Based on table 2, when viewed from the ten types of datasets, most optimization methods are 
proven to increase the average level of accuracy, which is better than the standard version of the 
decision tree algorithm. Only the SMOTE and under-sampling methods reduce the average 
accuracy level. Then, it can be concluded that the ABSMOTE-WIGFS method is proven to 
increase the average level of accuracy with the best performance among the seven other 
optimization methods, which is a score of 87.71%. 
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Table 3. Recapitulation of the evaluation of the comparison of the level of precision 

Dataset D-tree 
Optimization results of precision 

GA-B PSO-B FS GA-A SMOTE BE US 
ABSMOTE-

WIGFS 

Default of 
credit card 

55,32% 64,47% 63,81% 63,55% 77,19% 50,35% 73,33% 49,91% 79,11% 

Subscribing 
term deposit 

63,1% 99,14% 99,35% 98,92% 99,14% 91,3% 77,06% 88,82% 95,2% 

Lack of anti-
corruption 
transparency 

70,27% 72,15% 71,6% 75,44% 74,29% 70,13% 71,79% 71,62% 78,5% 

Beneish M-
score fraud 

64,62% 78,95% 74,55% 76,36% 81,82% 64,06% 75% 60% 92,11% 

Credit card 
approval 

86,42% 93,2% 90,28% 91,27% 90,81% 90,71% 85,98% 87,95% 95,53% 

German credit 50,96% 60,61% 60,4% 59,74% 60,5% 63,47% 64,63% 60,25% 83,13% 

Banknotes 
authentication 

98,49% 98,53% 98,69% 97,7% 99,51% 98,03% 98,19% 97,87% 99,69% 

Audit risk 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Census of  
income 

79,39% 78,56% 77,9% 81,83% 78,37% 76,22% 80,21% 74,79% 83,63% 

Bankruptcy 0% 100% 66,67% 80% 66,67% 56,98% 0% 66,05% 78,19% 

Average 
accuracy 

65,64% 83,41% 80,12% 81,90% 81,89% 75,94% 71,85% 75,20% 87,09%
* 

Bold: improved over the regular version of the decision tree; *: best performance 
 
Based on table 3, when viewed from the ten types of datasets, all optimization methods are proven 
to increase the average level of precision, which is better than the standard version of the decision 
tree algorithm. Then, it can be concluded that the ABSMOTE-WIGFS method is proven to 
increase the average level of precision with the best performance among the seven other 
optimization methods, which is a score of 87.09%. 
 
Table 4. Recapitulation of the comparative evaluation of AUC level 

Dataset D-tree 
Optimization results of AUC 

GA-B PSO-B FS GA-A SMOTE BE US 
ABSMOTE-

WIGFS 

Default of credit 
card 

51,70% 71,80% 66,30% 69,70% 51,80% 50,70% 52,50% 49,70% 73,70% 

Subscribing 
term deposit 

92% 89,90% 89,70% 90,30% 88,50% 97,40% 93,30% 90,90% 98,10% 

Lack of anti-
corruption 
transparency 

77,20% 81,50% 80,50% 72,90% 80,00% 76,40% 78,00% 79,20% 78,70% 

Beneish M-
score fraud 

62,00% 76,50% 75,50% 70,4% 76% 72,70% 66,60% 49,80% 92,40% 

Credit card 
approval 

85,60% 92,60% 91,40% 91,30% 90,40% 88,20% 87,20% 86,10% 93,50% 

German credit 
70,50% 75% 75,20% 62,6% 67,7% 73,50% 60,20% 72,10% 93,80% 

Banknotes 
authentication 

97,60% 99,40% 99,60% 98,4% 99,90% 97,80% 98,50% 96,80% 99,90% 

Audit risk 
50% 100% 100% 50% 50% 50% 50% 50% 50% 

Census of 
income 

82,40% 88,50% 87,80% 80,50% 75,20% 86% 83,50% 85,80% 90,80% 

Bankruptcy 
50% 51,50% 51,50% 53,60% 50,50% 62,20% 50% 59,60% 77,80% 

Average 
accuracy 

71,90% 82,67% 81,75% 73,97% 73,00% 75,49% 71,98% 72,00% 84,87%
* 
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Bold: improved over the regular version of the decision tree; *: best performance 
 
Based on table 4, when viewed from the ten types of datasets, all optimization methods are proven 
to increase the average level of AUC (area under the curve), which is better than the standard 
version of the decision tree algorithm. Then, it can be concluded that the ABSMOTE-WIGFS 
method can increase the average AUC level with the best performance among the seven other 
optimization methods, which is a score of 84.87%. 

3.2. Results of T-test 

Statistically, the standard version of the decision tree cannot be concluded as a different cluster 
from the decision tree algorithm based on the optimization method. However, the various 
optimization efforts briefly appear to have a better level of performance based on experiments on 
these ten datasets. Thus, it is necessary to carry out a different T-test to know the statistical 
differences level as presented in table 5. 
 
Table 5. Test results of the T-test 

Dataset GA-B PSO-B FS GA-A SMOTE BE US 
ABSMOTE

-WIGFS 

Default of credit 
card 

0,000 0,257 0,000 0,423 0,000 0,497 0,000 0,000 

Subscribing 
deposit 

0,000 0,000 0,000 0,000 0,044 0,034 0,035 0,000 

Lack of anti-
corruption 
transparency 

0,608 0,552 0,927 0,546 0,994 0,716 0,68 0,52 

Beneish M-
score fraud 

0,071 0,081 0,262 0,022 0,235 0,298 0,309 0,000 

Credit card 
approval 

0,000 0,004 0,004 0,000 0,028 0,04 0,108 0,000 

South German 
credit 

0,106 0,012 0,265 0,012 0,897 0,356 0,507 0,000 

Banknotes 
authentication 

0,031 0,02 0,782 0,000 0,481 0,808 0,132 0,000 

Audit risk -- -- -- -- -- -- -- -- 

Census of 
income 

0,045 0,022 0,034 0,036 0,002 0,072 0,000 0,000 

Bankruptcy 0,449 0,591 0,255 0,449 0,000 0,714 0,000 0,000 

Bold: statistically significant; --: can be interpreted as insignificant 
 
Based on table 5 for four datasets with a large data volume pattern, namely 5,000 records, the 
majority of the alpha values are less than 0.05, so it can be concluded that statistically, there is a 
significant difference between the default of the decision tree algorithm and the majority of various 
optimization efforts. However, for the six datasets with a small data volume pattern which is below 
1,372 records, the majority of the alpha values are above 0.05, so it can be concluded that 
statistically, there is no significant difference between the default of the decision tree and the 
majority of the various optimization efforts. This means that the majority of optimization methods 
can increase the performance level of the decision tree from the perspective of predictive 
accuracy of the classification function in finance research. Still, statistically, the various 
optimization methods sometimes provide significant differences with the decision tree for datasets 
with extensive data volume input (in this study, it means 5,000 rows and above) and sometimes 
do not provide significant differences with the decision tree for datasets with small data volume 
input (in this study it means 1,372 rows and below). This is understandable because a dataset 
with a small input data volume will affect the quality of the training data representation and data 
testing. Then, the results of the performance evaluation on the average AUC level for the 
ABSMOTE-WIGFS method of 84.87% so that it can be concluded that it is in the good classifier 
category [59]. However, in one out of ten datasets, namely the audit risk dataset with the data 
volume of 776 records, an anomaly occurs casuistically that the ABSMOTE-WIGFS method fails 
to improve the AUC performance on the decision tree classification while ABSMOTE-WIGFS on 
the other nine datasets always proves successful in improving the AUC performance. 
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4. Conclusion 

Based on the experiment results, this study concludes that most optimization efforts for the 
classification function algorithm can improve the performance level of experiments on ten types 
of datasets as a whole. However, based on a statistical perspective, the majority of optimization 
efforts have no significant difference for the classification function algorithm on datasets with low 
data volume (1,372 records and below), while the majority of optimization efforts have a 
considerable difference for classification function algorithms on datasets with large data volumes 
(5,000 records and above). Thus, if the decision tree performance is still unsatisfactory, then the 
various optimization methods, especially the ABSMOTE-WIGFS method, are worth applying to 
the financial-accounting problem because the ABSMOTE-WIGFS is proven to improve the best 
performance compared to the other seven optimization methods. 

Then, the researcher also stated two main limitations of this study. First, the research dataset 
does not use all of the original versions of public data records because the unpaid version of the 
Rapidminer 9.9 application has a maximum limit on data processing. Consequently, it is 
necessary to trim the number of data records so that this limitation of trimming can add hidden 
and random loads to each test item. Second, this study also uses two datasets that are not 
accessible publicly, so the quality of these characteristics datasets has the limitation that they still 
have not been validated publicly. 

The author also recommends suggestions for further research related to data mining. Further 
research can apply various optimization efforts to the classification function algorithm, limited to 
decision tree algorithms and logistic regression algorithms, k-nn, naive Bayes, and other 
classification algorithms. Finally, the author tries to provide input to stakeholders in the fields of 
management, economics, finance, accounting, and business, to apply various optimization efforts 
as one of the considerations in the decision-making process to be more accurate based on 
scientifically proven data. Besides, further research can also prove these methods in many other 
fields outside accounting cases. 
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