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Abstrak. Salah satu cara agar progam dan bantuan pemerintah ke 

tiap provinsi bisa tepat sasaran adalah dengan membuat model 

pengelompokan atau clustering provinsi di Indonesia didasarkan 

pada tingkat kemiskinan. Algoritma K Means merupakan salah satu 

metode clustering di Data Mining untuk membagi n pengamatan 

menjadi k kelompok sedemikian hingga tiap pengamatan berada 

dalam kelompok dengan rata-rata terdekat. Dalam penelitian ini 

akan dibuat clustering tingkat kemiskinan Provinsi di Indonesia 

didasarkan pada tiga indikator tingkat kemiskinan yaitu Prosentase 

Penduduk Miskin (P0), Kedalaman Kemiskinan (P1) dan 

Keparahan Kemiskinan (P2) dengan Algoritma   K-Means 

menggunakan Metode Elbow berbantukan Progam Phyton. 

Diperoleh hasil 5 Cluster optimal tingkat kemiskinan Provinsi di 

Indonesia.  
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Abstract. One way to ensure that government programs and 

assistance for each province are right on target is to create a model 

of grouping or clustering provinces in Indonesia based on poverty 

levels. Algorithm K Means is one of the clustering methods in Data 

Mining to divide n observations into k groups so that each 

observation is in the group with the closest mean. In this study, 

provincial poverty level clustering in Indonesia will be made based 

on three poverty level indicators, namely the Percentage of Poor 

Population (P0), Poverty Depth (P1), and Poverty Severity (P2) with 

the K-Means Algorithm using the Elbow Method assisted by the 

Python Program. The results obtained are 5 optimal clusters of 

provincial poverty rates in Indonesia. 
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1. Introduction  
 

        The Covid-19 pandemic that occurred in Indonesia is part of a global pandemic which 

has a major impact on the country's economy. This pandemic has resulted in many 

companies going out of business, so many companies have laid off their employees. The 

large number of companies that have terminated employment has made unemployment 

more common in society, resulting in a decrease in people's purchasing power for goods 

and services, all of which have had an effect on increasing the level of poverty in society 

and slowing economic growth. According to Indonesian economic data from the Central 

Bureau of Statistics, the Indonesian economy will experience a decline of up to 2.41% in 

2021. 

       The government has implemented various strategies in an effort to help the people's 

economic growth. The wide area coverage and the large number of people with different 

economic problems require different strategies to overcome them. There are many factors 

that serve as reference material for the actions that should be taken so that the assistance 

provided can be appropriate as needed. One way to ensure that government programs and 

assistance for each province are right on target is to create a model of grouping or clustering 

provinces in Indonesia based on poverty levels. The results of poverty mapping in the form 

of clustering are expected to provide benefits for the government in making policies and 

programs to overcome poverty problems and allocate budgets effectively and have a 

positive impact on poverty alleviation. In this study, provincial poverty level clustering in 

Indonesia will be made based on three poverty level indicators, namely the Percentage of 

Poor Population (P0), Poverty Depth (P1) and Poverty Severity (P2) with the K-Means 

Algorithm using the Elbow Method assisted by the Python Program. 

Clustering analysis is a multivariate technique to group similar observations into a 

number of clusters based on the observed values of several variables for each individual. 

The purpose of the clustering process is to minimize the occurrence of the objective 

function that is set in the clustering process, which is generally used to minimize variations 

within a cluster and maximize variations between clusters[1]. One of the most frequently 

used algorithms in statistics and machine learning is K-means Clustering. K-Mean 

clustering is one of the unsupervised learning algorithms which is included in the non-

hierarchical cluster analysis which is used to group data based on variables or features. The 

purpose of K-Means Clustering, like other Cluster methods, is to obtain clusters of data by 

maximizing the similarity of characteristics within the cluster and maximizing the 

differences between clusters. The K-means clustering algorithm groups data based on the 

distance between the data and the cluster centroid point obtained through an iterative 

process. The performance of the K-means clustering algorithm depends on the highly 

efficient cluster it forms. Determining the optimal number of clusters is an important step 

in creating Clusters with K-Means Clustering. There are several different ways to find the 

optimal number of clusters, one of the most popular methods for finding the number of 

clusters is the Elbow method.  

The Elbow method is a method used to generate information in determining the best 

number of clusters by looking at the percentage of the comparison between the number of 

clusters that will form an angle at a point. This method uses the Within Cluster Sum of 

Squares (WCSS) value concept, which defines the total variation within a cluster. This 

method provides ideas or ideas by selecting the cluster value and then adding the cluster 

value to be used as a data model in determining the best cluster. And besides that the 

percentage of the resulting calculation becomes a comparison between the number of 

clusters added. The results of different percentages of each cluster value can be shown by 

using a graph as a source of information. Clustering is one method of data mining, data 

mining can be defined as the extraction of useful information or drawing patterns of 

knowledge from data stored in large quantities [2]. Data mining analysis runs on the best 

data and techniques to get the most feasible conclusions [3]. Data mining also has several 
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names such as Knowledge Discovery in Database (KDD), knowledge extraction 

(Knowledge Extraction), business intelligence (Business Intelligence), and others. 

One of the clustering algorithms is the K-Means clustering algorithm. K-Means 

clustering is a data analysis method or data mining method that performs a modeling 

process without supervision where k is a constant for the number of clusters and Means is 

the average value of a data group defined as a cluster [4].K-Means Clustering is one of the 

no hierarchical cluster analysis methods that group objects based on their characteristics so 

that they are in the same cluster and objects that have different characteristics are grouped 

together with similar objects in other clusters. The K-Means algorithm process can be 

described in a flowchart diagram or flow chart as follows [5]: 

 

Figure 1. K-Means Algorithm Flowchart 

 

Based on Figure 1, the initial stage of applying the K-Means Clustering algorithm is the 

selection of the value of k randomly based on the number of clusters needed, determining 

the centroid or center point of each cluster, calculating the distance of the object matrix to 

the center point or centroid, grouping each object into clusters based on distance. minimum 

or shortest, and iterate over each process starting from determining the centroid based on 

the final result of the temporary cluster. If there is no change in the group members of each 

cluster, the iteration can be stopped and the final results of clustering will be seen using the 

K-Means method.  
An explanation of the stages of K-Means Clustering can be formulated as follows [6]: 

a. Determine the value of k randomly 

Determination of the value of k randomly is done based on the needs or desires of 

researchers. The value of k is used as the number of clusters to be formed. 

Determination of the value of k can be done through several considerations, both 

conceptual and theoretical [7]. 

b. Determine the center point or k centroid 

Determination of the center point or initial centroid can be done randomly from the 

available objects. The number of central points determined must be based on the 
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number of k values because the center point in question is the center point of each 

cluster. In the iteration process, the determination of the i-th cluster centroid can be 

done by the formula [8]: 

v=
Σ𝑖−1 χi 

𝑛

𝑛
 ;=1,2,3, ... 𝑛..................................................................................(1)  

Information: 

v : centroid on cluster 

xi  : i-th object 

n  : the number of objects/ number of objects that are members of the cluster. 

c. Calculate the distance of each object to each centroid 

Calculation of the distance between each object and the centroid can be done by 

calculating the Euclidian Distance with the following formula: 

(𝑥,𝑦)=‖𝑥−𝑦‖=√∑ (𝑥𝑖−𝑦𝑖)2𝑛
𝑖−1  ,i=1,2,3,...𝑛 ................................................(2)  

Information: 

xi  : ith x object 

yi  : y-th power 

n  : number of objects 

d. Group each object into clusters 

The grouping of each object into clusters is based on the minimum distance or the 

shortest distance that each object has to each center point or centroid. In the iteration 

process, grouping objects into each cluster can be done with Hard K-Means or Fuzzy 

C-Means [9]. 

e. Doing iteration 

The iteration process is carried out from determining the centroid based on the final 

results of the temporary cluster and the next process is carried out as previously done. 

If in the new iteration there is no change in the cluster group, then the iteration can be 

stopped and the final results of the cluster can be seen. If the results are the same then 

the K-Means cluster analysis algorithm has converged, but if it is different, then it has 

not converged so it is necessary to do the next iteration [10] 

 
2. Method 

The method used in this study is a quantitative method using literacy studies, where 

data is collected using measuring instruments, then analyzed statistically and 

quantitatively. In accordance with the intent and purpose of the study, the data taken as a 

population is data on the Percentage of Poor Population, Poverty Depth and Poverty 

Severity in 34 provinces in Indonesia while the data taken as a sample is data on Percentage 

of Poor Population, Poverty Depth and Poverty Severity in 34 provinces in Semester I of 

2021, Semester II of 2021 and Semester I of 2022. Data was taken through a literature study 

on the official website of the Central Statistics Agency with the website address 

https://bps.go.en/ [8]. Through this sample data will be analyzed to obtain clusters of 

population poverty levels in this case the provinces in Indonesia using the K-Means 

Clustering algorithm based on the Elbow method with Python software. 

The selection of quantitative methods is based on existing research results, including: 

Quantitative methods emphasize objective measurements and statistical, mathematical or 

numerical analysis of the data obtained [11]. Research with quantitative methods has 

several advantages, including [12]: 

a. Based on accurate data and measurements 

b. Supported by advanced statistical techniques and software 

c. Predictability validity that can be extended into the future 
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d. Can control at any time the validity of the relationship between the dependent and 

independent variables 

 

Figure 2. Poverty Percentage Data, Poverty Depth Index Data, and Poverty Severity Index Data in 

34 provinces in Indonesia in the first semester of 2021, second semester of 2021 and first 

semester of 2022 

Caption: 

Column A: the percentage of poor population (P0) semester I 2021 

Column B: the percentage of poor population (P0) semester II 2021 

Column C: the value of the percentage of poor people (P0) in the first semester of 2022 

Column D: Poverty Depth score (P1) semester I 2021 

Column E: Poverty Depth score (P1) in semester II 2021 

Column F: Poverty Depth score (P1) semester I 2022 

Column G: Poverty Severity score (P2) semester I 2021 

Column H: Poverty Severity score (P2) semester II 2021 

Column I: Poverty Severity score (P2) semester I 2022 

Indicator column P(0) : Average value of the percentage of poor population (P0) 2021-

2022 

Indicator column P(1) : Average value of Poverty Depth (P1) 2021-2022 

Indicator column P(2) : Average score of Poverty Severity (P2) 2021-2022 

Standardization is one of the processing processes by equating the units of each 

attribute. In cases where the data has a much different range of values it can cause the 

calculation to be ineffective [14].So standardization is done so that the data has the same 

range of values so it is hoped that data with large or small values will not affect the final 

analysis results. One way to standardize data is to use Z-Score, basically standardizing 

using Z-Score is to change the original data value into Z form (normally distributed data) 

with the formula [15]: 

𝑧 =
𝑥𝑖−�̅�

𝑆
  with �̅� =

∑ 𝑥𝑖
𝑛
𝑖=1

𝑛
 and S=√

1

𝑛−1
∑ (𝑥𝑖 −  �̅�)2𝑛

𝑖=1    ..................................................(3) 
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3. Results and Discussion 

The research process with the K-Means Clustering algorithm used in this study is to 

group 34 provinces in Indonesia based on poverty level indicators from semester I 2021, 

semester II 2021 and semester I 2022 with the help of Python software. The following are 

the stages in the research process: 

 

Figure 3. Research Flowchart 

  
a. Input the data set Percentage of Poor Population (P0), Poverty Depth Index P(1), and 

Poverty Severity Index P(2) found in 34 provinces in Indonesia in semester I 2021, 

semester II 2021 and semester I 2022 using Microsoft Excel. 

b. Pre-processing data with Z-Score Normalization method 
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Figure 4. Results of pre-processing data  

 

c. Determine the value of k clusters or the number of clusters through the Elbow method. 

Elbow method is a heuristic used in determining the number of clusters in a data set 

by plotting the variation described as a function of the number of clusters and selecting 

the angle of the curve as the number of clusters to be used. 

 

 

 

Figure 5. WSS data value 
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Figure 6. WSS vs cluster 

 

from Figure 5 and 6 with the elbow method, the elbow point is found in cluster 5, 

therefore it is concluded that the number of clusters is 5. 
d. Processing the results of pre-processing data in step 2 using the K-Means algorithm in 

Python software by inputting the value of k=5 or the number of clusters obtained from 

step 3. 

 

Figure 7. Results of K-Means Clustering with python software 

 



JokoRiyono, Christina Eni Pujiastuti 

Simulation Of The K-Means Clustering Algorithm With The Elbow Method In Making Clusters Of Provincial 

Poverty Levels In Indonesia 

121 

 

Figure 8. Image of the Clustering map of the poverty level of the Indonesian province with K means 

Clustering using the Python software 

From Figures 7 and 8, the results show that there are 5 optimal clusters of provincial 

poverty levels in Indonesia obtained by the elbow method, the five clusters are: The first 

cluster contains the provinces of Papua and West Papua with an average poverty rate 

indicator of 10.644. The second cluster contains the provinces of Maluku and East Nusa 

Tenggara with an average poverty rate indicator of 7.79. the third cluster contains the 

provinces of Aceh, Bengkulu, West Nusa Tenggara, Gorontalo with an average poverty 

rate indicator of 4.5635. The fourth cluster contains the provinces of South Sumatra, 

Lampung, Central Java, Yogyakarta, East Java, Central Sulawesi, Southeast Sulawesi, 

West Sulawesi with an average poverty rate indicator of 4.77 and the fifth cluster contains 

the provinces of North Sumatra, West Sumatra, Riau, Jambi, Bangka Islands. Belitung, 

Riau Islands, Jakarta, West Java, Banten, Bali, West Kalimantan, South Kalimantan, 

Central Kalimantan, East Kalimantan, North Kalimantan, North Sulawesi, South Sulawesi, 

North Maluku with an average poverty rate indicator of 2.58. Based on the average 

population poverty rate, it can be seen that the provinces of Papua and West Papua are two 

provinces that need attention, even though in terms of natural resources the two provinces 

have very abundant wealth, this can be used as a topic for further research on why 

conditions like this can occur. 

 

4. Conclusion 

The conclusion that can be drawn from the grouping of provincial poverty levels in 

Indonesia using the Elbow method is that there are 5 poverty level clusters. Then using the 

K-Means Clustering algorithm, clusters with very high poverty rates are found in the 

provinces of Papua and West Papua. High poverty rates are found in Maluku and East Nusa 

Tenggara. Poverty levels are moderate in the provinces of Aceh, Bengkulu, West Nusa 

Tenggara, Gorontalo. Low poverty rates are found in South Sumatra, Lampung, Central 

Java, Yogyakarta, East Java, Central Sulawesi, Southeast Sulawesi, West Sulawesi and 

very low poverty rates are found in the provinces of North Sumatra, West Sumatra, Riau, 

Jambi, Bangka Islands. Belitung, Riau Islands, Jakarta, West Java, Banten, Bali, West 

Kalimantan, South Kalimantan, Central Kalimantan, East Kalimantan, North Kalimantan, 

North Sulawesi, South Sulawesi, North Maluku. 
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