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A FAMILY OF QUASI-VARIABLE MESHES HIGH-RESOLUTION COMPACT

OPERATOR SCHEME FOR BURGER’S-HUXLEY AND BURGER’S-FISHER

EQUATION

NAVNIT JHA AND MADHAV WAGLEY

Abstract. We describe a quasi-variable meshes implicit compact finite-difference discretization hav-

ing an accuracy of order four in the spatial direction and second-order in the temporal direction

for obtaining numerical solution values of generalized Burger’s-Huxley and Burger’s-Fisher equations.

The new difference scheme is derived for a general one-dimension nonlinear parabolic partial differ-

ential equation on a quasi-variable meshes network. The magnitude of local truncation error of the

high-order compact scheme remains unchanged in the case of a uniform mesh. Quasi-variable meshes

high-order compact formulation yield a more precise solution than uniform meshes high-order schemes

of the same magnitude. A detailed exposition of the new scheme has been introduced and discussed

the Fourier stability theory. The computational results with generalized Burger’s-Huxley equation

and Burger’s-Fisher equation are obtained using a quasi-variable meshes high-order compact scheme.

It is compared with a numerical solution using uniform meshes high-order schemes to demonstrate

capability and accuracy.

1. Introduction

The quasi-linear parabolic partial differential equations (PPDEs) play an important role in engi-

neering and physical sciences such as convection effect, diffusion transport interaction, option pricing,

fluid flow, and image processing. We list some of the famous examples to one-dimension PPDEs in the

literature. Generalized Burger’s-Huxley equation (GBHE) was used to describe the interaction between

convection, diffusion, and advection. The GBHE model has applications in propagating signals in the

nervous system, elasticity, gas dynamics, and heat conduction. The GBHE mathematical model takes

the form,

εW xx = W t + αW ρW x + βW (W ρ − 1)(W ρ − σ), 0 < x < 1, t > 0, (1.1)

The associated initial and boundary values are

W (x, 0) =
[σ

2
+
σ

2
tanh(ax)

]1/ρ
, (1.2)

W (0, t) =
[σ

2
+
σ

2
tanh(−abt)

]1/ρ
,W (1, t) =

[σ
2

+
σ

2
tanh(a(1− bt))

]1/ρ
, (1.3)

and equation (1.1) at ε = 1, possesses an analytic solution

W (x, t) =
[σ

2
+
σ

2
tanh(a(x− bt))

]1/ρ
, (1.4)
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where

a =
−αρ+ ρ

√
α2 + 4β(1 + ρ)

4(1 + ρ)
, b =

ασ

1 + ρ
+

(1 + ρ− σ)(α+
√
α2 + 4β(1 + ρ))

2(1 + ρ)
.

The term W xx represents dissipation, α as advection coefficient to the nonlinear advection term W ρW x

and β ≥ 0, ρ > 0, 0 < σ < 1. For α = ρ = 1, β = 0, it is Burgers equation that combines nonlinear

wave motion with linear diffusion and is a simple model for analyzing the joint effect of diffusion and

nonlinear advection. The small positive parameter ε = R−1e , where Re is Reynold’s number. When

α = 0, β = ε = 1, equation (1.1) reduces to Huxley equation [18, 19, 20, 38]. For α = −1, β = ρ = ε = 1,

the equation (1.1) represents Burgers-Huxley equation [6]. The Zeldovich equation appearing in com-

bustion theory is the special case of equation (1.1) when α = 0 and ρ = ε = 1 are substituted in this

equation [10]. When α = 0, β = ρ = ε = 1, it is FitzHug-Nagumo equation, and it arises in neurobiology

for the study of nerve impulses, and it describes the electrical event occurring during impulse transmis-

sion along an axon. The FitzHug-Nagumo equation has also gained considerable attention for studying

wave propagation in several areas such as, in flame propagation, circuit theory, biology, population

genetics and Brownian motion process [27].

Generalized Burgers-Fisher equation (GBFE) is an important model that appears in plasma physics,

turbulence, traffic flow, and gas dynamics. GBFE has convective phenomenon from Burgers equation,

diffusion transport and reaction behavior from Fisher equation [11]. The GBFE mathematical model

is given by

εW xx = W t + αW ρW x + βW (W p − 1), 0 < x < 1, t > 0. (1.5)

The choice α = 0, ρ = ε = 1 in the equation (1.5) yields Fishers equation that is used to describe

the expansion of biological populations [2, 32]. For α = 0, ρ = 2, ε = 1, it describes Rayleigh-Benard

convection [7, 42]. The mathematical model

εW xx = W t − αW + βW ρ, (1.6)

where 0 < ε << 1, α, β are real parameters, and ρ is an integer represents Newell-Whitehead-Segel

equation, and it has applications in ecology, mechanical engineering, biology, bio-engineering, stripe

pattern, Faraday instability, and Rayleigh-Benard convection. It models the interaction of diffusion

with a non-linear effect of the reaction. The term W t in the equation (1.6) expresses the variations

with time at a fixed location, W xx expresses the variations with the spatial variable at a specified time,

and αW − βW ρ is the source term [11]. By changing β to −β in the equation (1.6), it is Kolmogorov-

Petrovskii Piskunov equations, and it arises in the study of tumor growth, an evolution of a dominant

gene, transmission of nerve impulses, combustion waves, and heat mass transfer [10, 21].

The mathematical models (1.1)-(1.6) can be broadly expressed as a quasi-linear form in the following

manner:

εW xx = ψ(x, t,W,W x,W t), (x, t) ∈ Ω = (0, 1)× (0,∞), (1.7)

along with the initial condition

W (x, 0) = φ(x), 0 ≤ x ≤ 1, (1.8)

and the Dirichlets boundary data

W (0, t) = F1(t),W (1, t) = F2(t), t ≥ 0. (1.9)

We suppose that φ, F1, F2 are continuous and the function ψ ∈ C2(Ω), so that their necessary high-

order derivatives exist for the application of finite Taylors series expansion. The quasi-linear PPDEs

(1.7) along with given values (1.8) and (1.9) are used to determine the unknown function W = W (x, t),

which depends on spatial variable x and temporal variable t, inside the domain Ω × [0,∞),Ω = [0, 1].
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For the arbitrary choice of the function ψ, the exact or closed form of a solution may not be possible.

Therefore, it is customary to analyze them numerically via some approximating mechanism. There are

various approaches for constructing an approximate solution to PPDEs. Numerical treatments to such

type of problems by exponential approximations, compact scheme, and high-order methods have been

discussed in the past [4, 8, 13, 29, 37, 39, 40, 46]. Sinc-Galerkin and collocation method for solving linear

singularly perturbed one-dimension convection-diffusion equations have been developed in [23, 24, 25].

Mohanty and Sharma [36] described a two-level implicit off-step spline in compression discretization

of order three in space and two in time or the system PPDEs. Uniform meshes second-order accurate

Crank-Nicolson type scheme has gained popularity for solving (1.7) and such a lower order convergent

method was described by Jacques [17]. A three-point compact discretization on non-uniform meshes for

boundary value problems appeared in electrochemical kinetic simulations has obtained by Bieniasz [26].

A stable, compact scheme of high-order on uniformly spaced meshes for a general PPDEs have been

suggested in [28]. Mittal and Tripathi [35] developed a numerical method for Burgers-Huxley equation

and Burgers-Fisher equation based on collocation of modified cubic B-spline functions.

In the convection-diffusion phenomenon, when convection is significant compared to diffusion, second-

order discretization of the convection term gives rise to oscillatory solution values. Such an oscillatory

behavior can be resolved by unrealistic small mesh step size or by a high-order accurate method. Many

high-order schemes have been developed on uniformly spaced mesh-points, and nearly satisfactory re-

sults have been obtained in the past. In the finite-difference approaches, there is a direct connection

between truncation error and mesh spacing. The supra-convergence of discretization errors indicates

that satisfactory numerical solution values can be computed when truncation error exhibit a lower or-

der truncation error [15, 33, 41]. There are two major limitations to finite-difference discretization on

uniformly spaced mesh-points. The type of mesh network involves information about solution values

and truncation error in the finite-difference discretization depends upon the mesh-step size as well as

derivatives of a function. As a result, uniform distribution of local truncation error terms is not pos-

sible on uniform meshes. To gain uniform distribution of local truncation error, we need finer meshes

in the region for largely deviated derivative and coarse meshes for smooth-function [22, 30]. Such an

arrangement of meshes disperses the error almost uniformly over the domain of integration and yields

more accurate solution values. Therefore, high-order finite-difference discretization developed on a non-

uniformly spaced mesh-point provides stable and accurate solution values.

The present work’s core contribution is to develop a high-order accurate, compact scheme for the

arbitrary choice of smooth function ψ and describe the effect of variable mesh spacing on the local

truncation error. It is shown that the new scheme is fourth-order accurate in the spatial direction and

is second-order in the temporal direction for both uniform mesh spacing as well as quasi-variable mesh

spacing. The discretization takes one central mesh-point and two adjacent meshes at any time level,

producing a compact scheme that is straightforward to implement. In the next section, we discuss quasi-

variable meshes and algorithm to determine them. A two-level three-point implicit compact scheme

of high-order has been presented in section 3 and their detailed derivations are described in section 4.

Application of the new scheme to convection-diffusion equations having singular coefficients has been

discussed in section 5. Section 6 presents a detailed stability analysis of the new variable mesh high-

order compact scheme for the standard diffusion equation. Numerical illustrations and comparison of

quasi-variable meshes compact scheme with uniform meshes compact scheme have been presented in

section 7. The paper is finally concluded with remarks, limitations, and future scope.



QUASI-VARIABLE MESHES HIGH-RESOLUTION COMPACT SCHEME 289

2. Quasi-variable mesh network

For the discretization purpose, the solution domain {(x, t); 0 ≤ x ≤ 1, t > 0} is partitioned as

{(xn, tj) : n = 0(1)N + 1, j = 0(1)J}, where 0 = x0 < x1 < · · · < xN+1 = 1, tj = jk, j = 0(1)J , and

N, J are positive integers and k = 1/J is a fixed time-step. Let hn = xn − xn−1, n = 1(1)N + 1 be

the unequal step-lengths along spatial direction. The subsequent step-length is obtained by hn+1 =

(1 + µhn)hn, n = 1(1)N . Since, the length of diffusion space is one, thus
∑N+1
n=1 hn = 1,it is easy to

compute the first and subsequent mesh-step size for a given mesh parameter value µ. In particular,

when µ = 0, the meshes are evenly spaced and h = hn for all n. The procedure to generate unequal

step-length in spatial direction is presented in the following algorithm:

r1 = 1; r2 = 1 + µ; for(n = 3;n ≤ N + 1;n+ +) rn = rn−1(1 + µrn−1);

sum = 0; for(n = 3;n ≤ N + 1;n+ +) sum+ = rn;

h1 = (xN+1 − x0)/sum; for(n = 1;n < N ;n+ +) hn+1 = hn(1 + µhn/h1);

x0 = 0;xN+1 = 1; for(n = 1;n ≤ N ;n+ +) xn = xn−1 + hn;

Now, let us take a uniform partition of the domain S = [0, 1] = {sn = nh : n = 0(1)N+1}, h = 1/(N+1).

Since hn > 0 ∀n, therefore, hn+1 = hn(1 + µhn/h1) > hn for µ > 0. Therefore, the finite sequence

{hn}N+1
n=1 of mesh-step size is monotonic for µ > 0. The monotonicity of mesh-step sequence permits us

to construct a one-one onto mapping

F : S −→ Ω such that F(sn) = xn, n = 0(1)N + 1 (2.1)

and the Jacobian J(s) = dF(s)/ds is bounded below and above by some positive constants (0 < r ≤
J(s) ≤ R <∞, ∀s ∈ S). Thus,

J(s) > 0⇒ dF(s)

ds
> 0⇒ F(sn+1)−F(sn)

sn+1 − sn
> 0⇒ xn+1 − xn

(n+ 1)h− nh > 0. (2.2)

This implies, hn+1 > 0 for all integer values of n. Also,

J(s) ≤ R⇒ dF(s)

ds
≤ R⇒ xn+1 − xn

(n+ 1)h− nh ≤ R. (2.3)

That is, 0 < hn+1 ≤ Rh ∀ n. Consequently, we find that maxn |hn+1| ≤ Rh and

‖ h ‖∞≤ Rh =
R

N + 1
≤ R

N
, where h = [h1, h2, · · · , hn] is step-length

vector. Therefore,

‖ h ‖∞= O(h) = O

(
1

N

)
and ‖ h ‖∞→ 0 when N →∞ or h→ 0.

Such a quasi-variable mesh spacing permits three-points second-order accurate discretization to the

second-order partial derivatives W xx = ∂2W/∂x2. Private communication between Samarskii and

Saul’yev on variable meshes can be found in the literature [1, 44]. One can notice a discussion of this

type of mesh network in the circumstances of electrochemical stimulation, wind-driven ocean circulation

model, and convection-dominated phenomenon in [12, 16, 31]. The high-order compact scheme on the

quasi-variable mesh provides a more precise solution value than those derived on a uniform mesh

network. The new scheme uses the mesh-step relation hn+1 = hn(1 +µhn), and it offers a second-order

accuracy to the second-order partial derivative. Another variable mesh spacing, such as hn+1 = µhn,

provides only first-order accuracy to the second-order partial derivative, if µ 6= 1. Consequently, the

consideration of next step-size hn+1 = hn(1 + µhn), offers a fourth-order accuracy to the nonlinear

parabolic PDEs.
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3. Two-level implicit compact scheme

Let Wn,i = W (xn, tj) and wn,j represents the exact and approximate solution values of (1.7)-(1.9)

at the mesh-point (xn, tj). We shall denote

W x
n,j =

(
∂W

∂x

)
(xn,tj)

,W xx
n,j =

(
∂2W

∂x2

)
(xn,tj)

,W t
n,j =

(
∂W

∂t

)
(xn,tj)

,

and take the following approximations into consideration.

t̃j = ζtj+1 + (1− ζ)tj , (3.1)

W̃n+τ,j = ζWn+τ,j+1 + (1− ζ)Wn+τ,j , τ = 0,±1, (3.2)

W̃ t
n+τ,j = [Wn+τ,j+1 −Wn+τ,j ]/k, τ = 0,±1, (3.3) W̃ x
n,j

W̃ x
n+1,j

W̃ x
n−1,j

 = M

 W̃n,j

W̃n+1,j

W̃n−1,j

 , (3.4)

M =


µ

1 + µhn

1

(1 + µhn)(2 + µhn)hn
− 1 + µhn

(2 + µhn)hn

− 2 + µhn
(1 + µhn)hn

3 + 2µhn
(1 + µhn)(2 + µhn)hn

1 + µhn
(2 + µhn)hn

2 + µhn
(1 + µhn)hn

− 1

(1 + µhn)(2 + µhn)hn
− 3 + 2µhn

(2 + µhn)hn

 ,

ψ̃n±1,j = ψ(xn±1, t̃j , W̃n±1,j , W̃
x
n±1,j , W̃

t
n±1,j), (3.5)˜̃

W
x

n,j = W̃ x
n,j − ϑhn(ψ̃n+1,j − ψ̃n−1,j), (3.6)

˜̃
ψn,j = ψ(xn, t̃j , W̃n,j ,

˜̃
W

x

n,j , W̃
t
n,j). (3.7)

Using finite Taylor’s expansion, one can make a high-order approximation for the one-space dimensional

quasi-linear parabolic partial differential equation (1.7). It is given by

εSxW̃n,j = h2n[β1ψ̃n+1,j + β0
˜̃
ψn,j + β2ψ̃n−1,j ] + LTE, (3.8)

where n = 1(1)N, j = 0, 1, 2, · · · and

LTE = O(h2nk
2 + h4nk + h6n), (3.9)

is the local truncation error (LTE) of the scheme,

β0 =
2µ2h2n + 5µhn + 5

6(1 + µhn)
, β1 =

3µhn + 1

6(1 + µhn)(2 + µhn)
, β2 =

(1 + µhn)(1− 2µhn)

6(2 + µhn)
, (3.10)

and

SxW̃n,j =
2

(2 + µhn)(1 + µhn)
W̃n+1,j −

2

1 + µhn
W̃n,j +

2

2 + µhn
W̃n−1,j . (3.11)

The new quasi-variable mesh discretization method (3.8) yields a scheme of order four in space and

two in time. If λn denotes the mesh-ratio parameter, then by choice of time step-size k ≈ λnh
2
n,

it yields the local truncation error LTE ≈ O(h6n). Consequently, the order of the scheme (3.8) is

h−2n LTE ≈ O(h4n) for µ to be zero or non-zero. In other words, we have obtained fourth-order accurate

difference formula on a uniform mesh-network and quasi-variable mesh-network as well. We observe
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consistency of the difference scheme (3.8) as LTE → 0, when maxn hn → 0. For the algorithmic

implementations, we omit the truncation error and combine it with the initial and boundary data

Wn,0 = φ(xn),W0,j = F1(tj),WN+1,j = F2(tj), n = 0(1)N + 1, j = 0(1)J. (3.12)

The compact character of the two-level scheme results in tri-diagonal Jacobian matrix system. It is

solved by a standard iterative method to obtain W(n,0), n = 1(1)N + 1, j = 0(1)J at internal mesh-

points. The difference scheme for the generalized Burgers-Huxley equation (1.1) and Burgers-Fisher

equation (1.5) can be obtained by substituting ψ = W t + αW ρW x + βW (W ρ − 1)(W ρ − σ) and

ψ = W t + αW ρW x + βW (W ρ − 1) respectively in the equation (1.7).

4. Derivation of the compact scheme

To derive the high-order compact scheme, we need to construct operators that approximate first-,

and second-order derivatives along the spatial direction in such a manner that they use the minimum

number of stencils. By the help of linear combinations of solution values Wn,j and Wn±1,j evaluated at

the central mesh-point (xn, tj) and their neighbouring mesh-points (xn±1, tj) respectively, one obtains

FxWn,j =
1

(1 + µhn)(2 + µhn)
Wn+1,j +

µhn
1 + µhn

Wn,j −
1 + µhn
2 + µhn

Wn−1,j , (4.1)

SxWn,j =
2

(1 + µhn)(2 + µhn)
Wn+1,j −

2

1 + µhn
Wn,j +

2

2 + µhn
Wn−1,j , (4.2)

FtWn,j =Wn,j+1 −Wn,j . (4.3)

Then, the application of series expansion yields

FxWn,j =hnW
x
n,j +O(h3n), (4.4)

SxWn,j =h2nW
xx
n,j +O(h4n), (4.5)

FtWn,j =kW t
n,j +O(k2), (4.6)

In particular, the operator Sx reduces to the well-known second-central difference operator δ2Wn,j =

Wn+1,j − 2Wn,j +Wn−1,j commonly applied to discretize the diffusion-term when a uniform mesh step

size is taken into consideration. Similarly, Fx represents the twice multiple of the composite of averaging

and central-difference operators. Such operators application gives rise to supra convergent scheme and

is useful for solving fully nonlinear parabolic equations in one-dimension, with a lower order or accuracy

[15, 41].

Now, let us consider the time-dependent second-order equation

εW xx = ψ(x, t), 0 < x < 1, t > 0. (4.7)

At the mesh-point (xn, tj), equation (4.7) is represented by

εW xx
n,j = ψ(xn, tj) ≡ ψn,j . (4.8)

Now, let us consider the linear combination

χ ≡ χ(xn, tj) = h2n[pψn,j + qhnψ
x
n,j + rh2nψ

xx
n,j ], (4.9)

By the use of (4.2) and (4.8) in the equation (4.9), we obtain

χ = εpSxWn,j −
h3n
3
ε(pµhn − 3q)W xxx

n,j −
h4n
12
ε(p+ pµhn − 12r)W xxxx

n,j +O(h6n). (4.10)
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The coefficient of h3n and h4n in (4.10) vanishes for the following choices

q =
p

3
µhn, r =

p

12
(1 + µhn), (4.11)

and for all values of p. But the choice p = 0 collapses the linear combination (4.9). Thus, any non-zero

finite value of p serves our purpose and therefore, for simplicity we take p = 1. As a result, the linear

combination (4.9) has sixth-order of local truncation error and is given by

χ = εSxWn,j +O(h6n). (4.12)

Now, the following finite-difference replacements

ψxn,j =
1

hn
Fxψn,j and ψxxn,j =

1

h2n
Sxψn,j , (4.13)

in the expression (4.9) and equating it with (4.12), we obtain a Numerovs type scheme on quasi-variable

meshes for the time-dependent second-order equation (4.7) in the following manner

εSxWn,j = h2n[β1ψn+1,j + β0ψn,j + β2ψn−1,j ] + Tn, n = 1(1)N, j = 0, 1, · · · (4.14)

where Tn = O(h6n) is the sixth-order local truncation error and values of βτ , τ = 0, 1, 2 are the same as

defined in (3.10).

Now, we extend the scheme (4.14) to the quasi-linear parabolic partial differential equation (1.7) that

involves first-order spatial and temporal derivative as a non-linear term. To achieve high-order scheme,

we need a finite series expansion of the approximations (3.2)-(3.7) and are obtained as follows:

W̃n,j = Wn,j + ζkW01 + ζk2W02/2 +O(k3), (4.15)

W̃n+1,j = Wn+1,j + ζkW01 + ζkhnW11 + T̂n, (4.16)

W̃n−1,j = Wn−1,j + ζkW01 − ζkhnW11 + T̂n, (4.17)

W̃ t
n,j = W t

n,j + kW02/2 +O(k2), (4.18)

W̃ t
n+1,j = W t

n+1,j + kW02/2 + khnW12/2 + T̂n, (4.19)

W̃ t
n−1,j = W t

n−1,j + kW02/2− khnW12/2 + T̂n, (4.20)

W̃ x
n,j = W x

n,j + ζkW11 + h2n(1 + µhn)W30/6 + T̂n, (4.21)

W̃ x
n+1,j = W x

n+1,j + ζk(W11 + hnW21)− h2n(3µhn + 2)W30/6− h3nW40/12 + T̂n, (4.22)

W̃ x
n−1,j = W x

n−1,j + ζk(W11 − hnW21)− h2n(µhn + 2)W30/6 + h3nW40/12 + T̂n, (4.23)

where T̂n = O(h4n + h2nk + k2) and Wl,m =
∂l+mW

∂xl∂tm

∣∣∣∣
(xn,tj)

, l,m = 0(1)4.

The functional approximations (3.5) in its expanded form are given by

ψ̃n+1,j = ψn+1,j + ζk[(Bjn + hnḂ
j
n)W01 + {Cjn + hn(Bjn + Ċjn)}W11] + k(Dj

n + hnḊ
j
n)W02/2

− h2n[(2 + 3µhn)Cjn + 2hnĊ
j
n]W30/6 + ζkhnC

j
nW21 + khnD

j
nW12/2

+ ζk(Ajn + hnȦ
j
n)− h3nCjnW40/12 +O(h4n + h2nk + k2), (4.24)
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ψ̃n−1,j = ψn−1,j + ζk[(Bjn − hnḂjn)W01 + {Cjn − hn(Bjn + Ċjn)}W11] + k(Dj
n − hnḊj

n)W02/2

− h2n[(2 + µhn)Cjn − 2hnĊ
j
n]W30/6− ζkhnCjnW21 − khnDj

nW12/2

+ ζk(Ajn − hnȦjn) + h3nC
j
nW40/12 +O(h4n + h2nk + k2), (4.25)

The additional approximation of the first-order derivative (3.6) is therefore given by

˜̃
W

x

n,j = W x
n,j + ζkW11 −

h6n
6

[6ϑε(2 + µhn)− 1− µhn]W30 +O(h4n + h2nk + k2), (4.26)

The new approximation (3.7) at the central mesh-point is therefore expanded as

˜̃
ψxn,j = ψn,j + ζk[Ajn +BjnW01 + CjnW11] + kDj

nW02/2

− h2n
6
Cjn[6ϑε(2 + µhn)− 1− µhn]W30 +O(h4n + h2nk + k2), (4.27)

At the mesh-point (xn, tj), the partial derivative of the quasi-linear equation (1.7) is given by

εW21 = Ajn +BjnW01 + CjnW11 +Dj
nW02, (4.28)

where

Ajn =
∂ψ

∂t

∣∣∣∣
(xn,tj)

, Bjn =
∂ψ

∂W

∣∣∣∣
(xn,tj)

, Cjn =
∂ψ

∂W x

∣∣∣∣
(xn,tj)

, Dj
n =

∂ψ

∂W t

∣∣∣∣
(xn,tj)

,

and

Ȧjn =
∂2ψ

∂x∂t

∣∣∣∣
(xn,tj)

, Ḃjn =
∂2ψ

∂x∂W

∣∣∣∣
(xn,tj)

, Ċjn =
∂2ψ

∂x∂W x

∣∣∣∣
(xn,tj)

, Ḋj
n =

∂2ψ

∂x∂W t

∣∣∣∣
(xn,tj)

.

Substituting (4.24)-(4.28) in (3.8), one obtains

−εSxW̃n,j + h2n[β1ψ̃n+1,j + β0
˜̃
ψn,j + β2ψ̃n−1,j ]

= h4n[1 + µhn − 10εϑ(2 + µhn)]CjnW30/12 + kh2n(1− 2ζ)Dj
nW02

+O(kh4n + k2h2n + h6n). (4.29)

To obtain O(kh4n + k2h2n + h6n)-accurate local truncation error of the scheme (4.29) in the compact

operator form, the coefficients of W30 and W02 in equation (4.29) must vanish. This is possible for the

following values of the free parameters,

ϑ =
1 + µhn

10ε(2 + µhn)
, ζ =

1

2
. (4.30)

Consequently, the local truncation error to the scheme (3.8) is given by

LTE = O(kh4n + k2h2n + h6n). (4.31)

When the mesh-step size in the temporal direction is directly proportional to the square of mesh-step

size in the spatial direction, that is k ∝ h2n, or equivalently regarding the mesh ratio parameter λn,

the substitution k = λnh
2
n in the scheme (3.8) results in LTE ≈ O(h6n). The sixth-order magnitude

of the local truncation error remains unchanged for zero or non-zero values of µ. That is to say, the

compact scheme (3.8) is fourth-order accurate for both evenly spaced mesh-points and variably spaced

mesh-points.
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5. Difference scheme for convection-diffusion parabolic problems

The mathematical model involving a combination of a diffusive and convective phenomenon is im-

portant in fluid dynamics [14]. Determination of temperature in compressible flows, the concentration

of a pollutant in fluids and momentum relation of the Navier-Stokes equation are some of the prominent

areas of applications to the following form of equations

W t = εW xx + a(x)W + b(x)W x = g(x, t), 0 < x < 1, t > 0, (5.1)

along with the initial and boundary data (1.8)-(1.9). We will determine the concentration W (x, t) for a

small value of viscosity coefficient ε, (0 < ε << 1) and it is given that the functions a and b are smooth in

the interior domain. In general, this initial-boundary value problem possesses a unique solution whose

smoothness depends on the initial data as well as the magnitude of the viscosity coefficient. The precise

analysis of equation (5.1) is essential due to the presence of multiple characters of solution values and

occurrence of exponential and / or boundary layer. Application of discretization scheme (3.8) to the

linear equation (5.1) yields a linear system of difference equation as

Υ+
0 Wn,j+1 + Υ+

1 Wn+1,j+1 + Υ+
2 Wn−1,j+1 = Υ−0 Wn,j + Υ−1 Wn+1,j + Υ−2 Wn−1,j +Rn,j , (5.2)

with the discrete initial and boundary data

Wn,0 = φ(xn),W0,j = F1(tj),WN+1,j = F2(tj), n = 0(1)N + 1, j = 0(1)J. (5.3)

where

Υ±0 =ε/(1 + µhn)− β2h2n[(1 + µhn)(kan ∓ 2) + kµbn]/[2k(1 + µhn)]

+ h2n(µhn + 2)[bn+1(ϑhnbnβ2 + β1) + β2bn−1(ϑhnbn − 1)]/[2hn+1],
(5.4)

Υ±1 = −ε/[(µhn + 2)(1 + µhn)] + h2n(ϑhnbnβ2 + β1)(±2− kan+1)/(2k)− h2n[β2bn

+ (3 + 2µhn)(ϑhnbnβ2 + β1)bn+1 + β2bn−1(ϑhnbn − 1)]/[2(µhn + 2)hn+1], (5.5)

Υ±2 = −ε/(µhn + 2) + β2h
2
n(kan−1 ∓ 2)(ϑhnbn − 1)/(2k) + [hn(1 + µhn)(bnβ2 − bn+1(ϑhnbnβ2 + β1))

− hnβ2(3 + µhn)(ϑhnbn − 1)bn−1]/[2(µhn + 2)], (5.6)

Rn,j = h2n[β2gn,j + (β1 + ϑβ2hnbn)gn+1,j + β2(1− ϑbnhn)gn−1,j ], (5.7)

and an = a(xn), bn = b(xn), gn,j = g(xn, tj).

The general scheme (5.2) has the order of consistency O(kh6n + h6n) for any value of µ ∈ [0, 1),

provided W is continuously differentiable with respect to x and t. Apart from the viscosity effect, the

presence of singular points in reaction coefficient a(x) and /or in convection coefficients b(x) inside

and on the domain [0, 1], needs special attention. Suppose a(x) = e1/x, then an−1 = e1/xn−1 and at

n = 1, a0 = e1/x0 . Since x0 = 0, the value of a0 is unbounded, and it halts computing procedure. Such

a situation can be resolved by the application of Taylors series as

an−1 = e1/xn
(

1 +
hn
x2n

+
h2n
2x4n

(1 + 2xn) +
h3n
6x6n

(1 + 6xn + 6x2n)

)
+O(h4n), (5.8)

and on neglecting higher order terms, it is easy to evaluate an−1 at n = 1. A similar treatment for

the function b(x) can be performed, if it possesses singular behaviour inside and on the domain. The

substitution (5.8) and similar expansions for an+1 and bn±1 in the difference equation (5.2) yields a

scheme that is free from the terms an±1, bn±1 and thus easily computed in the vicinity of singularity.
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6. Stability analysis

A compact scheme’s stability concerns how truncation error or rounding error behaves as the numer-

ical procedure continues. The von Neumann analysis uses Fourier series representation of error to track

its behaviour when a partial differential equation is discretized by finite differences [45]. We consider

the standard diffusion equation

εW xx = W t, 0 < x < 1, t > 0, (6.1)

The application of quasi-variable meshes high-order compact scheme (3.8) to (6.1) gives the fully discrete

scheme

γ+0 Wn,j+1 + γ+1 Wn+1,j+1 + γ+2 Wn−1,j+1 = γ−0 Wn,j + γ−1 Wn+1,j + γ−2 Wn−1,j , n = 1(1)N, j = 0, 1, · · ·
(6.2)

where

γ±0 = [2µ2h2n + 5µhn + 5± 6ελn]/[6λn(1 + µhn)],

γ±2 = −[2µ2h2n + µhn − 1± 6ελn]/[6λn(2 + µhn)],

γ±1 = [3µhn + 1∓ 6ελn]/[6λn(1 + µhn)(2 + µhn)],

γ±0 + γ±1 + γ±2 = 1/λn,

and λn ≈ k/h2n is the mesh-ratio parameter.

Let En,j = Wn,j − wn,j = ξjeiθxn be the point-wise error at the mesh-point (xn, tj), where ξ is

a complex number, and θ is an arbitrary real number. The norm |ξ| represents the time-dependent

amplitude of the initial error. The point-wise error satisfies the relation

γ+0 En,j+1 + γ+1 En+1,j+1 + γ+2 En−1,j+1 = γ−0 En,j + γ−1 En+1,j + γ−2 En−1,j , n = 1(1)N, j = 0, 1, · · ·
(6.3)

Since, xn+1 = xn + hn+1 and xn−1 = xn − hn, therefore, the expression En,j = ξjeiθxn enables us to

substitute

En+1,j+1 = En,j+1e
iθhn+1 , En+1,j = En,je

iθhn+1 ,

En−1,j+1 = En,j+1e
−iθhn , En−1,j = En,je

−iθhn ,

in the equation (6.3). As a consequence, the amplification factor takes the form

ξ =
1 + λnψ(θ)

1− λnψ(θ)
, ψ(θ) =

A+ iB

C + iD
, (6.4)

where

A =12ε[2 + µhn − (1 + µhn) cos(θhn)− cos(θhn+1)],

B =12ε[(1 + µhn) sin(θhn)− sin(θhn+1)],

C =2(2µhn − 1)(µhn + 1)2 cos(θhn)− 2(3µhn + 1) cos(θhn+1)− 2(µhn + 2)(2µ2h2n + 5µhn + 5),

D =2(µhn + 1)2(1− 2µhn) sin(θhn)− 2(1 + 3µhn) sin(θhn+1).

For the stability of two-level implicit scheme (6.3), we need to prove |ξ|2 ≤ 1. That is,

λ2n(A2 +B2) + 2λn(AC +BD) + C2 +D2

λ2n(A2 +B2)− 2λn(AC +BD) + C2 +D2
≤ 1. (6.5)
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Equivalently, for stability, it suffices to prove AC + BD ≤ 0. Upon trigonometric simplification, we

obtain

AC +BD =− 96ελn(µhn + 2)(µhn + 1)(2µ2h2n + 3µhn + 2) sin2(θhn/2)

− 96ελn(µhn + 2)(µ2h2n + µhn + 2) sin2(θhn+1/2)

− 96ελn(µhn + 1)(1 + µhn − µ2h2n) sin2(θ(hn + hn+1)/2).

(6.6)

It is easy to observe that AC + BD ≤ 0, because 1 + µhn − µ2h2n = 1 + µhn(1 − µhn) > 0, since

0 < hn < 1, 0 ≤ µ < 1 and ε, λn are positive real numbers [34]. As a result, we conclude that the

scheme (6.2) is unconditionally stable.

7. Computational experiments

To illustrate the proposed scheme, we have computed accuracies in approximate solution values wn,j
and exact solution values Wn,j using the metrics maximum absolute (MA), root-mean-squared (RMS)

errors and numerical convergence order Θ∞ and Θ2. They are defined in the following manner

‖ ε ‖(N)
∞ = max

n=1(1)N,j=1(1)J
|Wn,j − wn,j |, Θ∞ = log2

(
‖ ε ‖(N)

∞

‖ ε ‖(2N+1)
∞

)
,

‖ ε ‖(N)
2 =

√√√√ 1

NJ

N∑
n=1

J∑
j=1

|Wn,j − wn,j |2, Θ2 = log2

(
‖ ε ‖(N)

2

‖ ε ‖(2N+1)
2

)
.

The norm values are determined for both the mesh spacing; quasi-variable meshes (µ 6= 0) and uniform

mesh step sizes (µ = 0). As a test procedure, the initial and boundary values are determined from the

analytical solution values. Thomas algorithm (tri-diagonal solver) and Newton’s iterative method solve

the linear and nonlinear difference equations respectively. For Newton’s iterative method, the absolute

error tolerance value is taken as 10−12 with an initial guess as zero vectors [25]. In all the computations,

we have chosen mesh ratio parameter λn = 1.6 and the number of temporal steps J = (N + 1)2/λn ,

so that k ≈ λnhn2 and hence, it is practical to verify the fourth-order of convergence to new numerical

scheme. Maple’s CodeGeneration has been applied to generate difference equations, and numerical

computations are performed in C on Mac OS.

Example 7.1. We consider one-dimensional GBHE (1.1)-(1.3) along with analytic solution (1.4) and

compare the numerical solutions for the various values of parameters. For ε = 1, α = 10, β = 100, ρ = 2

and σ = 0.4, 0.6, 0.8, experiments with uniform meshes compact scheme (3.8) for µ = 0 yields unstable

solution while the quasi-variable meshes high-order compact scheme (3.8) for µ 6= 0 gives rise to accurate

solution in conformity with order and accuracies of the new scheme as shown in Table 1 at the time

level t = 1. For all the values of σ, the value of mesh parameter µ is kept fixed, to analyze the effect of

σ on the order and accuracies of solutions.

Case 1: Huxley equation: By taking α = 0, β = ε = 1, in the equation (1.1)-(1.3) and its analytical

solution (1.4), we present measurements of accuracies in solution values for a fixed value of σ = 0.001

and various values of ρ in Table 2.

Case 2: Burgers-Huxley equation: By taking α = −1, β = ρ = ε = 1 in the equation (1.1)-(1.3)

and its analytical solution (1.4), we have reported maximum absolute errors, root-mean-square errors

in the solution for a fixed value of σ = 10 in Table 3. A comparative result about solution accuracy is

obtained in Table 4 using α = β = ε = ρ = 1 and σ = 10−3 at the mesh parameter value µ = 10−3 and
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Table 1. MA and RMS errors and computational order in example 7.1

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

σ = 0.8

8 0.2820 6.81e− 03 4.89e− 03 −− −−
16 0.0980 4.08e− 04 2.77e− 04 4.1 4.1

32 0.0391 2.80e− 05 1.17e− 05 4.0 4.6

64 0.0176 1.71e− 06 3.90e− 07 4.0 4.9

σ = 0.6

8 0.2820 4.26e− 03 3.09e− 03 −− −−
16 0.0980 2.88e− 04 1.94e− 04 3.9 4.0

32 0.0391 1.85e− 05 7.73e− 06 4.0 4.7

64 0.0176 1.12e− 06 2.54e− 07 4.0 4.9

σ = 0.4

8 0.2820 2.04e− 03 1.51e− 03 −− −−
16 0.0980 1.77e− 04 1.20e− 04 3.5 3.7

32 0.0391 1.02e− 05 4.26e− 06 4.1 4.8

64 0.0176 6.08e− 07 1.38e− 07 4.1 4.8

Table 2. MA and RMS errors and computational order in example 7.1

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

ρ = 2

8 0.1800 2.14e− 06 1.65e− 06 −− −−
16 0.0100 1.30e− 07 9.82e− 08 4.0 4.1

32 0.0003 7.51e− 09 5.57e− 09 4.1 4.1

64 1.0e− 05 3.20e− 10 2.40e− 10 4.6 4.5

ρ = 4

8 0.1800 1.11e− 05 8.55e− 06 −− −−
16 0.0100 6.75e− 07 5.09e− 07 4.0 4.1

32 0.0003 3.91e− 08 2.90e− 08 4.1 4.1

64 1.0e− 05 2.53e− 09 1.87e− 09 3.9 4.0

σ = 5

8 0.1800 1.48e− 05 1.14e− 05 −− −−
16 0.0100 9.01e− 07 6.80e− 07 4.0 4.1

32 0.0003 5.22e− 08 3.87e− 08 4.1 4.1

64 1.0e− 05 3.38e− 09 2.49e− 09 3.9 4.0

Table 3. MA and RMS errors and computational order in example 7.1

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

8 0.2400 1.52e− 02 7.51e− 03 −− −−
16 0.0880 8.95e− 04 2.46e− 04 4.1 4.9

32 0.0378 5.54e− 05 1.06e− 05 4.0 4.5

64 0.0174 3.54e− 06 5.07e− 07 4.0 4.4
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Table 4. MA errors with µ = 10−3, α = β = ε = ρ = 1 and σ = 10−3 in Example 7.1

Our x t Proposed Scheme x Ref. [29] Ref. [38] Ref. [4]

1.00 5.0671e-11 1.1296e-08 1.1288e-08 3.7481e-08

0.0995 0.10 3.3956e-11 0.1 1.6864e-08 1.6858e-08 3.7481e-07

0.05 2.3229e-11 7.7273e-09 7.7266e-09 1.8740e-08

1.00 1.4116e-10 2.8830e-08 2.8825e-08 3.7437e-08

0.4990 0.10 8.6922e-11 0.5 4.6849e-08 4.6844e-08 3.7210e-07

0.05 5.2333e-11 1.7353e-08 1.7348e-08 1.8739e-08

1.00 1.4116e-10 1.1298e-08 1.1291e-08 3.7481e-08

0.9000 0.10 8.6922e-11 0.9 1.6866e-08 1.6860e-08 3.6842e-07

0.05 5.2333e-11 7.7278e-09 7.7273e-09 1.8725e-08

Table 5. MA and RMS errors and computational order in example 7.1

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

8 0.2400 6.80e− 03 3.38e− 03 −− −−
16 0.0880 3.73e− 04 1.03e− 04 4.2 4.9

32 0.0378 2.02e− 05 3.87e− 06 4.2 4.7

64 0.0174 1.26e− 06 1.81e− 07 4.0 4.4

Table 6. MA and RMS errors and computational order in example 7.1

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

σ = 10

8 0.2400 1.38e− 02 6.88e− 03 −− −−
16 0.0880 7.46e− 04 2.06e− 04 4.2 5.1

32 0.0378 4.05e− 05 7.74e− 06 4.2 4.7

64 0.0174 2.52e− 06 3.62e− 07 4.0 4.4

σ = 20

8 0.2400 1.11e− 01 6.07e− 02 −− −−
16 0.0880 3.10e− 03 8.56e− 04 5.2 6.1

32 0.0378 1.62e− 04 3.10e− 05 4.3 4.8

64 0.0174 1.01e− 05 1.45e− 06 4.0 4.4

σ = 40

8 0.2400 1.14e− 00 6.53e− 01 −− −−
16 0.0880 3.52e− 02 9.78e− 03 5.0 6.1

32 0.0378 6.93e− 04 1.32e− 04 5.7 6.1

64 0.0174 4.04e− 05 5.80e− 06 4.1 4.5

J = 103, N = 9.

Case 3: Zeldovich equation:By taking α = 0, ρ = ε = 1 in the equation (1.1)-(1.3) and its analytical

solution (1.4), the numerical estimates are presented in Table 5 for β = 4 and σ = 5.
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Table 7. MA and RMS errors and computational order in example 7.1

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

4 0.97000 1.30e− 01 7.68e− 02 −− −−
8 0.29400 9.17e− 03 3.60e− 03 3.8 4.4

16 0.09610 8.52e− 04 2.22e− 04 3.4 4.0

32 0.03917 6.85e− 05 1.28e− 05 3.6 4.1

Table 8. MA and RMS errors and computational order in example 7.1

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

4 0 2.72e− 08 1.58e− 08 −− −−
8 0 5.05e− 09 1.98e− 09 2.4 3.0

16 0 3.23e− 10 1.23e− 10 4.0 4.0

32 0 1.76e− 11 5.52e− 12 4.0 4.5

4 0.0640 1.45e− 08 1.11e− 08 −− −−
8 0.5980 9.15e− 10 3.46e− 10 4.0 5.0

16 0.1247 5.72e− 11 1.73e− 11 4.0 4.3

32 0.0457 3.50e− 12 7.78e− 13 4.0 4.5

Table 9. MA and RMS errors and computational order in example 7.2

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

8 0 3.64e− 02 1.87e− 02 −− −−
16 0 1.32e− 02 5.11e− 03 1.5 1.9

32 0 1.50e− 03 5.58e− 04 3.1 3.2

64 0 1.14e− 04 4.15e− 05 3.7 3.8

8 0.2200 8.92e− 02 3.37e− 02 −− −−
16 0.0210 8.70e− 03 3.61e− 03 3.4 3.2

32 0.0008 7.72e− 04 2.35e− 04 3.5 3.9

64 2.0e− 05 5.63e− 05 1.58e− 05 3.8 3.9

Table 10. MA and RMS errors and computational order in example 7.2

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

4 0.700 3.93e− 02 3.29e− 02 −− −−
8 0.245 8.07e− 04 4.51e− 04 5.6 6.2

16 0.090 6.91e− 05 2.29e− 05 3.5 4.3

32 0.038 3.69e− 06 7.01e− 07 4.2 4.9

Case 4: Fitzhug-Nagumo equation: By taking α = 0, β = ρ = ε = 1, in the equation (1.1)-(1.3) and

its analytical solution (1.4), we present measurements of accuracies for various values of σ in Table 6.

For σ ≤ 5, uniform meshes high-order compact scheme produces an oscillation-free solution.
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Table 11. MA and RMS errors and computational order in example 7.2

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

β = 103

4 0 1.45e− 02 8.43e− 03 −− −−
8 0 2.93e− 02 1.11e− 02 −1.0 −0.4

16 0 2.38e− 03 6.14e− 03 0.3 0.8

4 0.600 8.12e− 02 4.84e− 02 −− −−
8 0.147 9.92e− 03 3.77e− 03 3.0 3.7

16 0.044 8.97e− 04 3.22e− 04 3.5 3.5

β = 104

4 0 1.92e− 03 1.11e− 03 −− −−
8 0 6.59e− 02 2.50e− 03 −1.8 −1.2

16 0 1.51e− 02 3.91e− 03 −1.2 −0.6

4 0.9700 9.91e− 02 5.85e− 02 −− −−
8 0.0300 8.10e− 03 3.08e− 03 3.6 4.2

16 0.0788 6.22e− 04 2.03e− 04 3.7 4.0

Table 12. MA and RMS errors and computational order in example 7.3

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

α = 1/2

4 1.0e− 02 5.01e− 02 3.60e− 02 −− −−
8 3.0e− 04 3.86e− 03 2.73e− 03 3.7 3.7

16 1.0e− 05 2.88e− 04 1.94e− 04 3.7 3.8

32 3.0e− 07 1.79e− 05 1.19e− 05 4.0 4.0

α = −1/2

4 1.0e− 02 1.16e− 01 8.73e− 02 −− −−
8 3.0e− 04 1.06e− 02 8.15e− 03 3.5 3.4

16 1.0e− 05 7.98e− 04 6.21e− 04 3.7 3.7

32 3.0e− 07 5.03e− 05 3.92e− 05 4.0 4.0

α = 0

4 0 7.80e− 04 5.66e− 04 −− −−
8 0 7.84e− 05 5.08e− 05 3.3 3.5

16 0 6.90e− 06 4.25e− 06 3.5 3.6

32 0 5.93e− 05 3.37e− 07 3.5 3.7

Case 5: Burgers equation: For α = ρ = 1, β = 0 and 0 < ε << 1, the equation (1.1)-(1.3) possesses

a solitary wave solution [7] as

W (x, t) =
1

2
− 1

2
tanh

(
1

4ε
(x− t

2
)

)
, (7.1)

and another theoretical solution to the Burger’s equation is

W (x, t) =
2επ sin(πx)e−επ

2t

2 + cos(πx)e−επ2t
. (7.2)
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Table 13. MA and RMS errors and computational order in example 7.4

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

ε = 10−1

4 0 6.24e− 02 5.24e− 02 −− −−
8 0 1.68e− 02 1.31e− 02 2.0 2.0

16 0 4.35e− 03 3.23e− 03 2.0 2.0

32 0 1.09e− 04 7.97e− 04 2.0 2.0

4 0.9000 7.13e− 04 5.34e− 01 −− −−
8 0.0800 5.97e− 05 4.75e− 02 3.6 3.5

16 0.0070 3.86e− 06 3.07e− 03 4.0 4.0

32 0.0004 3.01e− 07 1.97e− 04 3.7 4.0

ε = 10−2

4 0 7.87e− 02 6.80e− 02 −− −−
8 0 2.32e− 02 1.84e− 02 1.8 1.9

16 0 5.93e− 03 4.53e− 03 2.0 2.0

32 0 1.49e− 03 1.12e− 03 2.0 2.0

4 0.9000 6.62e− 01 4.79e− 01 −− −−
8 0.0800 5.88e− 02 4.42e− 02 3.5 3.4

16 0.0030 4.44e− 03 3.05e− 03 3.7 3.7

32 0.0023 3.57e− 04 2.56e− 04 4.0 4.0

Table 14. MA and RMS errors and computational order in example 7.5

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

ε = 10−2

16 0 7.53e− 04 4.50e− 04 −− −−
32 0 9.17e− 04 4.97e− 04 −0.2 −0.1

64 0 3.31e− 04 1.75e− 04 1.5 1.5

16 0.0650 5.69e− 04 3.81e− 04 −− −−
32 0.0180 3.82e− 05 1.91e− 05 3.9 4.3

64 0.0019 1.60e− 06 8.52e− 07 4.6 4.5

ε = 10−3

16 0 6.64e− 02 5.34e− 02 −− −−
32 0 3.18e− 02 2.10e− 02 1.1 1.3

64 0 6.10e− 03 3.41e− 03 2.4 2.6

16 0.0100 5.47e− 02 4.45e− 02 −− −−
32 0.0320 4.06e− 03 2.76e− 03 3.7 4.0

64 0.0167 3.60e− 04 2.08e− 04 3.5 3.7

The numerical experiments with solitary wave solution (7.1) fails to capture the behaviour of error es-

timates at ε = 2−8 in case of uniform meshes high-order method (µ = 0). By employing quasi-variable

high-order compact scheme, it is possible to measure the accuracies of solution values regarding max-

imum absolute error and order of convergence (Table 7). The solution curve for ε = 2−2, 2−4, 2−6 and

2−8 are shown in Figure 1(a)-1(d), respectively and it is evident that the smoothness of solution deteri-

orates for decreasing values of ε. On the other hand, there is little effect on the measure of accuracies of
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Table 15. MA and RMS errors and computational order in example 7.5

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

ε = 10−3

16 0 5.66e− 02 2.27e− 02 −− −−
32 0 8.67e− 03 2.54e− 03 2.7 3.2

64 0 6.52e− 04 1.92e− 04 3.7 3.7

16 0.1185 3.27e− 04 8.45e− 05 −− −−
32 0.0432 1.66e− 05 2.97e− 06 4.3 4.8

64 0.0185 8.47e− 07 1.07e− 07 4.3 4.8

ε = 10−4

16 0 5.69e− 04 3.81e− 04 −− −−
32 0 3.82e− 05 1.91e− 05 3.9 4.3

64 0 1.60e− 06 8.52e− 07 4.6 4.5

16 0.1185 9.91e− 04 2.56e− 04 −− −−
32 0.0432 5.12e− 05 9.20e− 06 4.3 4.8

64 0.0185 2.62e− 96 3.30e− 07 4.3 4.8

Table 16. MA and RMS errors and computational order in example 7.5

N + 1 µ ||ε||(N)
∞ ||ε||(N)

2 Θ∞ Θ2

ε = 10−2

16 0 2.83e− 03 2.04e− 03 −− −−
32 0 3.50e− 04 2.34e− 04 3.0 3.1

64 0 2.58e− 05 1.75e− 05 3.8 3.7

128 0 2.03e− 06 1.54e− 06 3.7 3.5

16 0.11840 3.33e− 05 8.60e− 06 −− −−
32 0.04320 1.58e− 06 2.84e− 07 4.4 4.9

64 0.01850 8.08e− 08 1.02e− 08 4.3 4.8

128 0.00854 6.27e− 09 5.57e− 10 3.7 4.2

ε = 10−3

16 0 3.20e− 03 2.34e− 03 −− −−
32 0 7.85e− 04 5.63e− 04 2.0 2.1

64 0 1.53e− 04 1.06e− 04 2.4 2.4

128 0 1.47e− 05 9.37e− 06 3.4 3.5

16 0.1184 3.22e− 05 8.36e− 06 −− −−
32 0.0432 1.59e− 06 2.86e− 07 4.3 4.9

64 0.0185 8.15e− 08 1.03e− 08 4.3 4.8

128 0.00854 6.33e− 09 5.62e− 10 3.7 4.2

solution values by using the highly analytic theoretical solution (7.2). For ε = 10−2, 10−3 the solution

is smooth, and high-order uniform meshes compact scheme yields uniformly accurate solution values as

reflected from the computational order of convergence. Therefore, quasi-variable mesh-points are not

needed for such solutions. However, the proposed high-order quasi-variable meshes compact scheme

gives superior results as compared to uniform meshes compact scheme and results obtained in [43]. The

numerical accuracies evaluated at ε = 10−4 are shown in Table 8.
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Figure 1. Solution plots for examples 7.1 at different values of ε.

Example 7.2 We consider one-dimensional Generalized Burger’s-Fisher equation (1.5) along with the

following associated initial and boundary values

W (x, 0) =

[
1

2
− 1

2
tanh

(
αρ

2ε(1 + ρ)
x

)]1/ρ
,

W (0, t) =

[
1

2
− 1

2
tanh

(
−αρ(α2 + εβ(1 + ρ)2)t

2εα(1 + ρ)
2 t

)]1/ρ
,

W (1, t) =

[
1

2
− 1

2
tanh

(
αρ

2ε(1 + ρ)

(
1− α2 + εβ(1 + ρ)2

α(1 + ρ)
t

))]1/ρ
.

and it possess analytical solution as

W (x, t) =

[
1

2
− 1

2
tanh

(
αρ

2ε(1 + ρ)

(
x− α2 + εβ(1 + ρ)2

α(1 + ρ)
t

))]1/ρ
, α 6= 0 (7.3)

At the time level t = 1, we will demonstrate accuracies in the solution values for α = β = ρ = 1 and

ε = 2−6 in Table 9. By using µ 6= 0, the order and accuracies conform with our proposed method, and
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exhibit superiority over the corresponding uniform meshes high-order compact scheme.

Case 1: Fisher’s equation: By taking α = 0, ρ = ε = 1 in the equation (1.5), the solution (7.3) does

not work due to zero divisor. Therefore, we take the analytical solution as

W (x, t) =

[
1 + exp

(√
β

6
x− 5β

6
t

)]−2
. (7.4)

The numerical experiments show the smooth behaviour of solution values for small values of β, while

the large value of β exhibits the oscillatory behaviour of a solution with the uniform meshes high-order

scheme [36]. It is possible to achieve a stable solution by using quasi-variable meshes scheme for a large

value of β = 100 in Table 10.

Case 2: Rayleigh-Benard convection equation: By taking α = 0, ρ = 2 and ε = 1 in the equation

(1.5), we consider the analytical solution as

W (x, t) =
e
√

β
2 x − e−

√
β
2 x

e
√

β
2 x + e−

√
β
2 x + e−

3βt
2

. (7.5)

In this case, we have conducted experiments for various values of β. When β < 1, (say β = 1/10) , the

computed solution values preserve order, as well as accuracy and the same, can be verified from the

graphical illustration of the solution curve. When β >> 1, (say β = 103), the numerical solution values

have oscillation in case of uniform meshes high-order compact scheme, and this happens due to loss of

smoothness. By considering quasi-variable mesh high-order compact scheme, it is possible to generate

order preserving solution values as shown in Table 11.

Example 7.3. We consider the dimensionless diffusion boundary layer equation

W xx = W t +
2α− 1

x
W x, 0 < x < 1, t > 0. (7.6)

For α = 0 and α = −1/2, it is a heat equation with axial symmetry and central symmetry respectively,

if the spatial variable x is replaced with radial variable r [3]. It is a pure diffusion equation for α = 1/2.

For α = 0, we have achieved stable solution values when uniform meshes compact scheme (µ = 0)

is employed, and the effect of quasi-variable meshes is not significant. For α = ±1/2, the uniform

meshes high-order compact scheme (µ = 0) exhibit oscillatory solutions, and therefore, it is necessary

to employ quasi-variable meshes compact scheme (3.8) with (µ 6= 0). Note that the scheme’s direct

application (3.8) to the singular equation (7.6) is not possible. This is because, the evaluation of

advection coefficient 2α−1
x at the mesh point (xn−1, tj) is 2α−1

xn−1
and at n = 1, it leads to zero divisibility.

The singular behaviour can be resolved by substututing 1/xn−1 =
5∑
l=0

hlnx
−(1+l)
n +O(h6n) in the scheme.

The resulting difference equation is free from all the singular terms and can be easily evaluated after

neglecting higher-order terms. Numerical simulations using the analytic solution

W (x, t) = 1 + 16(2− α)(1− α)t2 + 8(2− α)tx2 + x4 (7.7)

were performed and the accuracies measured regarding maximum absolute errors and root-mean-squared

errors at the time level t = 1 are reported in Table 12 along with their computational order of conver-

gence.

Example 7.4.(Ilkovič’s Equation) Consider the mathematical model that appears in the field of po-

larography. It describes the heat transfer to the surface of a growing drop and flows out of the thin
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capillary into an incompressible fluid solution. The mass of the flow of fluid moving on the capillary is

assumed constant, and the the diffusion layer thickness is much less than the radius of the drop. The

Ilkovič’s equation describes such a model

εW xx = W t − x

t
W x, 0 < x < 1, t > 0. (7.8)

This equation governs the depolarizer’s diffusion to the surface of the dropping mercury electrode, where

W (x, t) is the concentration of the depolarizer at distance x from electrode surface at time t and ε is

the diffusion coefficient of the depolarizer. The solution depends on the diffusion coefficient, and when

ε = 0.1 or for more smaller values, the numerical accuracy of solution values using high-order uniform

meshes compact scheme (µ = 0) yields non-satisfactory numerical order. However, a slight change in

the mesh-step sizes results in an accurate solution and agrees with the new-scheme’s theoretical order.

Numerical simulations with uniform meshes and quasi-variable meshes high-order compact scheme has

been reported in Table 13 at the time level t = 1 , using analytical solution W (x, t) = 1+exp(xt+εt3/3)

and accordingly chosen initial and boundary values [3].

Example 7.5.(Boundary layer problem) Consider the parabolic problem that possesses singularly per-

turbed behaviour

εW xx = W t + cW x − aW + g(x, t), 0 < x < 1, t > 0. (7.9)

We compute the maximum absolute errors and root-mean-squared errors in numerical and following

analytic solutions:

W (x, t) = e
−t− x√

ε ,W (x, t) = cos(πt)
[
1 + (x− 1)e

x√
ε − xe

x−1√
ε

]
,W (x, t) = e−εt sin(πx).

These solutions exhibit different character as the value of parameters ε changes. The first solution [9]

exhibit one-sided multiple natures of solution values at a = c = 1 (Table 14), the second solution displays

both sided multiple behaviour at a = −0.1, c = 0.1 (Table 15), while the third solution at a = 0, c = 10

has minimal effect of perturbation parameters (Table 16). The solution curve for the second solution is

obtained with ε = 10−1, 10−2, 10−3 and 10−4 are shown in Figure 2(a)-2(d) respectively. The sharpness

at both the side increases with decreasing values of ε. The accuracy in numerical and analytic solutions

is computed at a time level t = 2 in each case. The initial and boundary values are determined from

the analytic solution as a test procedure.The right-side function g(x, t) and initial-boundary values

are determined from the analytic solution. In all the circumstances, quasi-variable meshes high-order

compact schemes exhibit stable, accurate, and uniformly convergent solution values compared to the

constant mesh-step size high-order scheme.

8. Remarks, limitations and future scope

Based on a quasi-variable meshes network, a new compact scheme of accuracy O(h4n) in the spatial

direction and O(k2) in temporal direction has been obtained for the numerical computation of quasi-

linear PPDEs. The proposed scheme utilizes the minimum number of stencils for the discretization

purpose. It refers to quasi-variable meshes and uniform meshes high-order methods of the same order

of accuracy, similar to a supra-convergent scheme with a lower order of truncation errors. When the

temporal step-size is directly proportional to the square of spatial-step size, the proposed scheme be-

haves like a fourth-order method. Some of the proposed scheme features are: (a) A single two-level

three-point compact scheme represents a fourth-order scheme in uniform meshes and quasi-variable

meshes. For a particular choice of mesh parameter µ = 0, it is a fourth-order uniform mesh scheme,

and for µ 6= 0, it results in a fourth-order quasi-variable mesh scheme. (b) The truncation error depends

on mesh spacing and derivative of the variable. Thus, the uniform distribution of discretization error is
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Figure 2. Solution plots for examples 7.2 at different values of ε.

possible only through the variable spacing between mesh points. Smaller mesh step-size in the region

where derivatives of the function are large and larger spacing in the region where the function is smooth.

(c) Quasi-variable mesh high accuracy uses a smaller number of mesh points, iteration numbers, and

computing time compared to a uniform mesh high accuracy scheme to achieve the same accuracy order.

We have established the von Neumann stability analysis to the standard diffusion equation. Experi-

ments with various values of parameters that appeared in the governing equations have been described

in detail and obtained convergent solution values. The error estimates on the new scheme prove superior

compared with existing results. Such type of scheme can be extended to higher dimensions PPDEs.

Computational results using quasi-variable meshes high-order compact schemes are essential or advan-

tageous compared with the existing high accuracy method.
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