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#### Abstract

We extend the classical reaction-diffusion model for spatial population dynamics of spruce budworm on a finite domain with hostile boundary conditions by including an advection term representing biased unidirectional movement of individuals due to a prevailing wind. We use phase plane techniques to establish existence of a critical value of advection speed that prevents outbreak solutions on any finite domain while possibly allowing an endemic solution. We obtain lower and upper bounds for this critical advection value in terms of biological parameters involved in the reaction term. We also perform numerical simulations to illustrate the effect of advection on the dependence of the domain size on the maximal population density of a steady state solution and on critical domain sizes for endemic and outbreak solutions. The results are also applicable to other ecological settings (rivers, climate change) where a logistically growing population is subject to predation by a generalist, diffusion and biased movement.


## 1. Introduction

This paper is inspired by classical 1979 work [11] of D. Ludwig, D.G. Aronson and H.F. Weinberger where the authors introduced and analyzed a reaction-diffusion model for the spatial dynamics of spruce budworm (SBW) population in which the insects were assumed to disperse by diffusive movement only. On page 251 in [11], the authors state the following: "The limitation that dispersal is modelled by pure diffusion is a serious one. There are prevailing wind patterns over New Brunswick which produce systematic, convective motions of the budworm. The addition of a convective term to the present model presents no particular difficulties for the treatment of the differential equation. The boundary conditions introduce serious complications."

In this paper, we extend the reaction-diffusion model from [11] to include the convective/advective motion in the form of an advection term. The boundary conditions remain hostile (lethal), as they were in [11]. The main difficulty in generalizing the results from [11] is the presence of the advection term which requires new techniques since as the first integral method and comparison methods used in [11] are not applicable anymore. We use the geometric method based on the phase plane analysis of a boundary value problem given by a system of two first order ODEs obtained from the second order ODE describing the profile of a steady state solution of the original reaction-diffusion-advection (RDA) problem. This approach was used in [1, 22, 21, 2] to study steady states or traveling wave solutions arising in nonlinear RDA models.

[^0]Historically, RDA models have been used to adrress the well-known "drift paradox" in river ecology: the ability of population to persist in finite river segments despite being constantly washed downstream [20, 13, 15, 4]. The RDA approach had also been used to model the dynamics of sinking phytoplankton and populations experiencing a shift in habitat boundaries due to climate change [7, 17, 1, A recent survey on a variety of RDA models is given in [9. The development of RDA models progressed from the linear reaction term case in [20], to monostable logistic term (e.g. in [22, 10]), and to the bistable Allee effect term [3, 23. In some RDA models, additional complexity was introduced by incorporating spatial dependence of the reaction term as in [23] or by considering river networks instead of the single river [18, 19, 21, 6, 2]. The mathematical motivation of our paper is in extending the RDA techniques to the case of a reaction term that combines the logistic growth with predation by a generalist. The resulting nonlinear reaction term has up to four zeros. In the non-spatial setting considered in [12], zero state is an unstable equilibrium, and there are stable endemic and outbreak equilibria, with the latter two separated by an unstable threshold. As the complexity of the reaction term increases, it is natural to expect multiple steady state solutions, and indeed, in [11], the main focus was on the analysis of endemic and outbreak steady state solutions.

In Section 2 (Preliminaries), we give an overview the classical nonspatial and spatial models introduced in [12] and [11]. First, we outline how by scaling the original nonspatial model one obtains a model involving two biological parameters $Q$ and $R 12$. Then we focus on the "cusped" region in the $Q R$-plane for which the nonspatial model has exactly three positive equilibria (we denote this region by $\Omega$ ). Then we describe the spatial (reaction-diffusion) model [11] focusing on the subregion $\Omega^{*}$ of $\Omega$ for which the spatial model admits both endemic and outbreak solutions. We also recall the behavior of the spatial model when the parameters $(Q, R)$ are taken outside of $\Omega^{*}$, as described in [11.

In Section 3, we set up an extension of the spatial model from [11] obtained by adding an advection term. Using our geometric approach, we study steady state solutions of the resulting boundary value problem by reducing it to a nonlinear ODE system and analyzing its orbits in the phase plane. We identify the equilibria of the ODE system and their nature depending on the advection velocity $q$. We introduce notation for stable and unstable manifolds of the two saddle point equilibria of the system that will play the crucial role in our analysis and find the slopes of the stable and unstable manifolds at these saddle points.

In Section 4, we focus on the behavior of unstable manifold of the first saddle point as we increase advection and prove technical lemmas that allow us to establish the existence of a critical value of advection $q_{c r}^{*}$ beyond which the outbreak solution is not possible on any finite domain. We also obtain an upper bound on $q_{c r}^{*}$. We perform further geometric analysis of the vector field associated with the ODE system and construct a piecewise linear approximation of the orbit connecting two saddle points that allows us to obtain a lower bound on $q_{c r}^{*}$ (the details are given in Appendix A).

In Section 5, we perform a detailed analysis of behavior of various orbits in the phase plane using trapping region method as one of the main tools. This leads to our main result that describes the global picture of orbits in the phase plane. Depending on the advection speed, we classify all possible scenarios in terms of orbits representing positive steady state solutions. Endemic and outbreak orbits are classified according to the maximal density or the upstream or downstream density gradients. We also discuss the dependence of habitat length on the maximal density of a steady state solution.

Numerical simulations are performed in Section 6. We test the estimates for critical advection $q_{c r}^{*}$ for outbreak solutions, and explore the effect of advection on the relation between the habitat length and the maximal population density, and how the increase of advection speed changes the nature of steady states.

Section 7 contains a discussion of our results and provides their biological interpretation.
2. Preliminaries: an overview of the classical non-spatial and spatial spruce budworm MODELS

In this section, we recall the classical non-spatial 12 and spatial 11 model for spruce budworm (SBW) dynamics, summarizing and illustrating the relevant results from these two papers. For the sake of completeness and for the reader's convenience, we expand some of the arguments appearing in [12, 11 by adding details and providing plots and diagrams.
2.1. The non-spatial Ludwig-Jones-Holling model. The non-spatial SBW model introduced in [12], is given by

$$
\begin{equation*}
\frac{d B}{d T}=r B\left(1-\frac{B}{K^{\prime} S}\right)-\beta \frac{B^{2}}{\left(\alpha^{\prime} S\right)^{2}+B^{2}} \tag{2.1}
\end{equation*}
$$

where $B$ is the budworm density (larvae per acre) at time $T$ (measured in years). The first term on the right gives the logistic population growth in the absense of predators. Here $r$ is the per capita growth rate at low density, $K^{\prime}$ is the carrying capacity per branch, and $S$ is the number of (standard size) branches per acre. The second term on the right is the predation term. It uses a Type 3 functional response which takes into account the predation pattern between the spruce budworm and generalist predators (birds). Namely, when the budworm density is low, the predation rate is very small as the birds tend to ignore the budworms and feed on other sources. When the budworm density increases, the birds start noticing their presence and start actively feeding on them. Finally, if the density increases beyond a certain point, the birds become saturated and as the result the predation level stabilizes at a constant value $\beta$, the limiting consumption rate (larvae per year), or saturation rate. Here $\alpha^{\prime} S$ is the density of budworm (larvae per acre) that results in the predators consuming at half saturation rate $\left(\frac{\beta}{2}\right)$.

Using $u=\frac{B}{\alpha^{\prime} S}, t=r T, R=\frac{r \alpha^{\prime} S}{\beta}$ and $Q=\frac{K^{\prime}}{\alpha^{\prime}} 2.1$ is reduced to the non-dimensional version

$$
\begin{equation*}
\frac{d u}{d t}=\phi(u ; Q, R) \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(u ; Q, R)=u-\frac{u^{2}}{Q}-\frac{1}{R} \frac{u^{2}}{1+u^{2}}=u\left(1-\frac{u}{Q}\right)-\frac{1}{R} \frac{u^{2}}{1+u^{2}} \tag{2.3}
\end{equation*}
$$

The number of equilibria of $(2.2)$ varies between 2 and 4 . Indeed, they are the roots of the equation

$$
u\left(\frac{1}{Q} u^{3}-u^{2}+\left(\frac{1}{Q}+\frac{1}{R}\right) u-1\right)=0 .
$$

We will denote the zero solution of the above equation by $u_{0}$. As in [11, in this paper we will focus on the case when the above equation has three distinct positive roots. It was observed in 11 that the set of pairs $(Q, R)$ for which 2.2 has three positive equilibria corresponds to a region in the $Q R$-plane bounded by two curves $R=R_{1}(Q)$ and $R=R_{2}(Q)$ where $Q>3 \sqrt{3}$ and $R_{2}(Q)<R_{1}(Q)$. Here, the lines passing through $(Q, 0)$ and $\left(0, R_{i}(Q)\right), i=1,2$, are tangent to the curve

$$
v=\frac{u}{1+u^{2}}
$$

in the $u v$-plane. Fixing $Q>3 \sqrt{3}$ and varying $R$ from $R_{2}(Q)$ to $R_{1}(Q)$, one can observe that the line

$$
v=R\left(1-\frac{u}{Q}\right)
$$



Figure 2.1. Curve in the $Q R$-plane bounding the region $\Omega$ corresponding to 2.2 having three positive equilibria.
transitions from being tangent to the curve

$$
v=\frac{u}{1+u^{2}}
$$

at a point $\left(\bar{u}_{2}, \frac{\bar{u}_{2}}{1+\bar{u}_{2}^{2}}\right)$ to having three intersection points with the curve, and to being tangent to the curve at a point $\left(\bar{u}_{1}, \frac{\bar{u}_{1}}{1+\bar{u}_{1}^{2}}\right)$, where $1<\bar{u}_{1}<\bar{u}_{2}<Q$.

Let $\Omega \subset \mathbb{R}^{2}$ be the region in the $Q R$-plane defined by

$$
\Omega=\{(Q, R): \phi(u ; Q, R) \text { has three positive zeros }\}
$$

Note that $\Omega$ is an open set.To obtain the boundary of $\Omega$, one can simply trace a parametric curve $(Q(s), R(s))$ where $s>1$ and the tangent line to the graph of $v=\frac{u}{u^{2}+1}$ at $u=s$ has the $u$-intercept $Q(s)$ and the $v$-intercept $R(s)$. In fact, it is given by the following parametric equation:

$$
(Q(s), R(s))=\left(s+\frac{s\left(s^{2}+1\right)}{s^{2}-1}, \frac{2 s^{3}}{\left(s^{2}+1\right)^{2}}\right), s>1
$$

A plot of $(Q(s), R(s))$ is given in Figure 2.1.
From now on, we will be working with the case when (2.2) has three positive equilibria. For simplicity, we will denote $\phi(u)=\phi(u ; Q, R)$. Thus, we assume that $\phi(u)$ has four distinct roots $u_{0}=0<u_{1}<$ $u_{2}<u_{3}$, the equilibria of system 2.2 . In this case, $\phi^{\prime}\left(u_{0}\right), \phi^{\prime}\left(u_{2}\right)>0$ and $\phi^{\prime}\left(u_{1}\right), \phi^{\prime}\left(u_{3}\right)<0$ (see the graph in Figure 2.2 for $Q=6.5$ and $R=0.6$ ). It follows that the equilibria $u_{0}, u_{2}$ of 2.2 are unstable and $u_{1}, u_{3}$ are stable. As in [11, we will refer to the equilibria $u_{0}=0, u_{1}, u_{2}, u_{3}$ as the extinction, endemic, threshold and outbreak equilibria, respectively. Indeed, $u \equiv 0$ corresponds to the complete absence of individuals, the lower of the two stable states corresponds to the endemic situation, while the higher stable state describes the population outbreak. The unstable steady state separating the endemic and the outbreak equilibria serves as a threshold.


Figure 2.2. Graph of $\phi(u)=u-\frac{1}{Q} u^{2}-\frac{1}{R} \frac{u^{2}}{1+u^{2}}$ for $Q=6.5, R=0.6$.
The following lemma describing the behavior of the function $\phi(\cdot ; Q, R)$ will be useful in our further analysis.

Lemma 2.1. For $(Q, R) \in \Omega$, the function $\phi(\cdot)=\phi(\cdot ; Q, R)$ has exactly four inflection points $\pm \hat{u}_{1}, \pm \hat{u}_{2}$ such that $0<\hat{u}_{1}<1<\hat{u}_{2}$.

Proof. Differentiating (2.3) three times we get:

$$
\begin{aligned}
\phi^{\prime}(u) & =1-\frac{2}{Q} u-\frac{1}{R} \frac{2 u}{\left(u^{2}+1\right)^{2}}, \\
\phi^{\prime \prime}(u) & =-\frac{2}{Q}-\frac{2}{R} \cdot \frac{1-3 u^{2}}{\left(u^{2}+1\right)^{3}},
\end{aligned}
$$

and

$$
\phi^{(3)}(u)=\frac{1}{R} \cdot \frac{24 u\left(1-u^{2}\right)}{\left(u^{2}+1\right)^{4}} .
$$

Note that since $\phi(\cdot)$ has four zeros $0=u_{0}<u_{1}<u_{2}<u_{3}$ in each of which it changes sign, it has at least two positive inflection points $\hat{u}_{1}<\hat{u}_{2}$. Since $\phi^{\prime \prime}(\cdot)$ is an even function, $-\hat{u}_{1}$ and $-\hat{u}_{2}$ are also inflection points of $\phi(\cdot)$. Note also that $\phi^{(3)}(u)$ has three zeros, $u=-1,0,1$. Clearly, $\phi^{\prime \prime}(\cdot)$ has local maxima at -1 and 1 and local minimum at 0 , and therefore it has at most four zeros. Thus, $\phi(\cdot)$ has exactly four inflection points given by $\pm \hat{u}_{1}$ and $\pm \hat{u}_{2}$ where $0<\hat{u}_{1}<1<\hat{u}_{2}$.
2.2. The spatial Ludwig-Aronson-Weinberger model. The spatial version of the SBW model described below was introduced in [11. In this model, the habitat is represented by an infinite strip in the $X Y$-plane of the form $\left[-\frac{L}{2}, \frac{L}{2}\right] \times \mathbb{R}$. The population density is assumed to depend only on $X$, and thus the authors reduce the setting to that of a finite interval $\left[-\frac{L}{2}, \frac{L}{2}\right]$ of the real line (where the spatial variable $X$ is measured in kilometers). Thus, the quantity of interest becomes the linear density of SBW (individuals per kilometer) given by the function $u(X, T)$ at location $X \in\left[-\frac{L}{2}, \frac{L}{2}\right]$ at time $T \geq 0$ (years). In addition to the birth and death dynamics described by the reaction term discussed
earlier in the non-spatial setting ([12]), the individuals are assumed to move randomly. The dispersal of individuals from a fixed location over a short time interval $\delta T$ is described by a normal distribution with mean 0 and variance $\sigma^{2} \delta T$. Thus, the corresponding reaction-diffusion equation takes the form:

$$
\begin{equation*}
\frac{\partial B}{\partial T}=\frac{\sigma^{2}}{2} \frac{\partial^{2} B}{\partial X^{2}}+r B\left(1-\frac{B}{K^{\prime} S}\right)-\beta \frac{B^{2}}{\left(\alpha^{\prime} S\right)^{2}+B^{2}} \tag{2.4}
\end{equation*}
$$

The boundary conditions considered in [11] are of the hostile type:

$$
u\left(-\frac{L}{2}, T\right)=u\left(\frac{L}{2}, T\right)=0
$$

for $T>0$.
Introducing the scaled variables $t=r T, x=\frac{2 r}{\sigma} X, u=\frac{B}{\alpha^{\prime} S}$, one obtains the non-dimensionalized reaction-diffusion equation as follows:

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}+\phi(u) \tag{2.5}
\end{equation*}
$$

where the reaction term is given by 2.3 .
The boundary conditions for the non-dimensional case will be

$$
\begin{equation*}
u\left(-\frac{l}{2}, t\right)=u\left(\frac{l}{2}, t\right)=0 \tag{2.6}
\end{equation*}
$$

for $t>0$, where $l=\frac{2 r}{\sigma} L$.
A steady-state solution $u(x)$ of $2.5,2.6$ satisfies the following boundary value problem on $\left[-\frac{l}{2}, \frac{l}{2}\right]$ :

$$
\begin{equation*}
u^{\prime \prime}+\phi(u)=0, \quad u\left(-\frac{l}{2}\right)=u\left(\frac{l}{2}\right)=0 \tag{2.7}
\end{equation*}
$$

For our further analysis we will use the following fact about the spatial dynamics of SBW model given by $2.5,2.6$ as observed in [11.
Fact 2.2. (11]) Let $U:\left[-\frac{l}{2}, \frac{l}{2}\right] \rightarrow \mathbb{R}$ be a positive steady state solution of $2.5,2.6$ (solution of 2.7). Also let $\mu=\max _{-\frac{l}{2} \leq x \leq \frac{l}{2}} U(x)$. Let

$$
F(u)=\int_{0}^{u} \phi(w) d w=\frac{1}{2} u^{2}-\frac{1}{3 Q} u^{3}-\frac{u}{R}+\frac{1}{R} \arctan u
$$

Note that since $U^{\prime \prime}(x)+\phi(U(x)) \equiv 0$, the expression $\frac{1}{2}\left(U^{\prime}(x)\right)^{2}+F(U(x))$ in constant for $-\frac{l}{2}<x<\frac{l}{2}$. Thus, $\frac{1}{2}\left(U^{\prime}(x)\right)^{2}+F(U(x))=F(\mu)$ for any $-\frac{l}{2}<x<\frac{l}{2}$. In particular, for any $0<w<\mu$ we have $F(w)<F(\mu)$.

It follows from Fact 2.2 that for any positive steady-state solution $U(-)$ of $2.5,2.6$, or equivalently, a positive solution $U(-)$ of 2.7 , the maximal value of $U(-), \mu=\max _{-\frac{l}{2} \leq x \leq \frac{l}{2}} u(x)$ satisfies $0<\mu<u_{1}$ or $u^{*}<\mu<u_{3}$, where $u_{2}<u^{*}<u_{3}$ is such that $F\left(u^{*}\right)=F\left(u_{1}\right)$ (see Figure 2.3). Note that such $u^{*}$ exists only when $F\left(u_{3}\right)>F\left(u_{1}\right)$. As we will see later in this paper, the value $u^{*}$ will play a crucial role in our analysis. When such $u^{*}$ does not exist, we have $0<\mu<u_{1}$.

Moreover, it was shown in [11, as a consequence of Fact 2.2, that the habitat length $l$ can be expressed explicitly in terms of the maximal density $\mu$ of the positive steady state solution, as follows:

$$
l(\mu)=\sqrt{2} \int_{0}^{\mu} \frac{d w}{\sqrt{F(\mu)-F(w)}}
$$

Furthermore, it was shown in [11] that here exists a function $\tilde{R}(Q)$ such that $R_{2}(Q)<\tilde{R}(Q)<R_{1}(Q)$ for any $Q>3 \sqrt{3}$, so that for any $(Q, R) \in \Omega$, we have $F\left(u_{3}\right)>F\left(u_{1}\right)$ exactly when $\tilde{R}(Q)<R<R_{1}(Q)$.


Figure 2.3. Graphs of $F(u)=\frac{1}{2} u^{2}-\frac{1}{3 Q} u^{3}-\frac{u}{R}+\frac{1}{R} \arctan u$ (solid) and $\phi(u)=$ $u-\frac{1}{Q} u^{2}-\frac{1}{R} \frac{u^{2}}{1+u^{2}}$ (dashed) for $Q=8.5, R=0.5$. Here $u_{2}<u^{*}<u_{3}$ is such that $F\left(u^{*}\right)=F\left(u_{1}\right)$.


Figure 2.4. Six subregions of $Q R$-plane.

In order to summarize the behavior of $l=l(\mu)$ and the nature of steady states as described in [11, we will consider subregions of the first quadrant of the $Q R$-plane with boundaries given by $Q=3 \sqrt{3}$, $R=R_{1}(Q), R=R_{2}(Q)$ and $R=\tilde{R}(Q)$, as well as $R=\bar{R}(Q)$ (to be introduced below). We will enumerate the regions as I-VI. See Figure 2.4.
(I) $\{(Q, R): 0<Q \leq 3 \sqrt{3}, R>0\}$ (this region was not studied in [11, we include it for completeness): here $\phi(u)$ has a unique positive zero $u_{1} ; l(\mu)$ is defined for $0<\mu<u_{1}$ and is increasing from its left limit of $\pi$ to $\infty$ at $u_{1}$. Thus, there exists a critical domain size $l_{1}^{c}=\pi$ such that for any $l>l_{1}^{c}$ there is a unique positive steady state solution $U_{1}(x)$ of $\left.2.5,2.6\right)$, it is bounded above by $u_{1}$. For $l \leq l_{1}^{c}$ there is no positive steady state solution.
(II) $\left\{(Q, R): Q>3 \sqrt{3}, 0<R \leq R_{2}(Q)\right\}$ : When $R<R_{2}(Q) \phi(u)$ has only one positive zero $u_{1}$, for $R=R_{2}(Q)$ a new positive (double) zero $u_{2}=u_{3}$ appears. The behavior of $l(\mu)$ and the nature of steady states are identical to that in region (I).
(III) $\left\{(Q, R): Q>3 \sqrt{3}, R_{2}(Q)<R \leq \tilde{R}(Q)\right\}$ : Now $\phi(u)$ has three positive zeros $u_{1}<u_{2}<u_{3}$ and $F\left(u_{1}\right) \geq F\left(u_{3}\right)$ (with strict inequality for $\left.R<\tilde{R}(Q)\right) ; l(\mu)$ behaves as in (I) and (II). We still


Figure 2.5. Dependence of habitat length $l$ on maximal denisty $\mu$ for different values of $R$ (for a fixed $Q$ ).
have only one positive steady state $U_{1}(x)$ bounded above by $u_{1}$ for $l>l_{1}^{c}=\pi$. For $l \leq l_{1}^{c}$ there is no positive steady state solution.
(IV) $\left\{(Q, R): Q>3 \sqrt{3}, \tilde{R}(Q)<R<R_{1}(Q)\right\}$ : In this case $\phi(u)$ still has three positive zeros $u_{1}<u_{2}<u_{3}$ and $F\left(u_{1}\right)<F\left(u_{3}\right)$ (so, $u^{*}$ exists); $l(\mu)$ has two branches, the left branch behaves as in (I-III), the right branch is defined for $u^{*}<\mu<u_{3}$, and it has a minimal value of $l_{2}^{c}$ and approaches infinity at $u^{*}$ and $u_{3}$. Thus, there exists another critical habitat length $l_{2}^{c}>l_{1}^{c}=\pi$ such that for $l>l_{2}^{c}$, there exist three distinct positive steady-state solutions $U_{1}(x), U_{2}(x), U_{3}(x)$ of 2.5. 2.6), where $U_{1}(x)<U_{2}(x)<U_{3}(x)$ for all $x \in\left(-\frac{l}{2}, \frac{l}{2}\right)$. Denote the maximal value of $U_{i}(x)$ (maximal density) on $\left[-\frac{l}{2}, \frac{l}{2}\right]$ by $\mu_{i}, i=1,2,3$.

The smallest of the solutions, $U_{1}(x)$, satisfies $\mu_{1}<u_{1}$ and is referred to as an endemic solution. The largest of them, $U_{3}(x)$, satisfies $u^{*}<\mu_{3}<u_{3}$ and is called an outbreak solution. Both $U_{1}(x)$ and $U_{3}(x)$ are asymptotically stable. The intermediate solution $U_{2}(x)$ satisfies $u^{*}<\mu_{2}<\mu_{3}$ and is unstable. If the initial density of organisms is below $U_{2}(x)$ (throughout the habitat) then in the long term the density approaches the endemic state $U_{1}(x)$ (when $l>l_{1}^{c}$ ). If the initial density is above $U_{2}(x)$ then the density approaches the outbreak state $U_{3}(x)$ (provided $l>l_{2}^{c}$ ). For $l_{1}^{c}<l \leq l_{2}^{c}$, there is only one (endemic) positive steady state solution bounded above by the constant $u_{1}$. For $l \leq l_{1}^{c}$ there is no positive steady state solution.
(V) $\left\{(Q, R): Q>3 \sqrt{3}, R_{1}(Q) \leq R<\bar{R}(Q)\right\}$ : When $R$ reaches $R_{1}(Q)$, the first two positive zeros of $\phi, u_{1}$ and $u_{2}$, coincide, then they disappear for $R>R_{1}(Q)$. Let $u_{1}$ denote the only positive zero that $\phi(u)$ has in this case. Any positive steady state will have its maximal density bounded by $u_{1}$. As we keep increasing $R$ until a certain value that we call $\bar{R}(Q)$, we observe that $l(\mu)$ is defined for $0<\mu<u_{1}$, has limit $\pi$ at 0 , followed by local maximum (with value $l_{3}^{c}$ ), local minimum (with value $l_{2}^{c}$ ) and goes to infinity at $u_{1}$. Thus, we still observe three distinct positive steady state solutions (stable endemic and outbreak, and unstable threshold) for $l$ in the finite
interval $l_{2}^{c}<l<l_{3}^{c}$, while for $\pi=l_{1}^{c}<l \leq l_{2}^{c}$ there is only one (endemic) positive solution. For $l \geq l_{3}^{c}$, only a positive outbreak solution is left.
(VI) $\{(Q, R): Q>3 \sqrt{3}, R \geq \bar{R}(Q)\}$ : As we increase $R$ further, $\phi(u)$ still has only one positive zero $u_{1}$; now $l(\mu)$ is increasing on the interval $0<\mu<u_{1}$, has limit $\pi$ at 0 , and goes to infinity at $u_{1}$. Thus, we can see a single positive steady state solution for all $l>l_{1}^{c}=\pi$. Therefore, $R=\bar{R}(Q)$ separates the three steady state case from the single steady state.
The scenarios above are illustrated by $l$ vs. $\mu$ plots in Figure 2.5. Note that for $R=R_{1}(Q)$, the two vertical asymptotes $\mu=u_{1}$ and $\mu=u^{*}$ collapse into one.

One of our main goals in Sections 5 and 6 will be to explore the effect of advection on the above scenarios. Most of our analysis will be carried out in the case when $\phi(u)$ has three positive zeros and the system 2.5 2.6 has both endemic and outbreak solutions for sufficiently large domains, that is, we will consider $(Q, R)$ in Region (IV), which we will denote $\Omega^{*}$ :

$$
(Q, R) \in \Omega^{*}=\left\{(Q, R): Q>3 \sqrt{3}, \quad \tilde{R}(Q)<R<R_{1}(Q)\right\}
$$

In this case, there is a clear distinction between endemic and outbreak solutions since their maximal densities are separated by the zeros of $\phi(u)$. In the region (V), the difference is more subtle and the phase plane technique that we use in this paper is not as effective. However, we do perform numerical simulations in all six regions of the $Q R$-plane. From now on, unless specified otherwise, we will assume that $(Q, R) \in \Omega^{*}$.

## 3. Model Set up

In our setting, all individuals from the population are subject to a unidirectional movement bias given in the form of wind transporting the larval population in one direction. This phenomenon is represented by an advection term $-q \frac{\partial u}{\partial x}$ (where $q \geq 0$ ).

Therefore, we add the advection term to the non-dimensionalized version of a reaction-diffusion equation 2.5 to get the following PDE boundary value problem:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}-q \frac{\partial u}{\partial x}+\phi(u),  \tag{3.1}\\
u\left(-\frac{l}{2}, t\right)=u\left(\frac{l}{2}, t\right)=0
\end{array}\right.
$$

where, as before, $\phi(u)=u-\frac{1}{Q} u^{2}-\frac{1}{R} \frac{u^{2}}{1+u^{2}}$.
The steady state solutions of (3.1) can be viewed as solutions of the following second order ODE boundary value problem:

$$
\left\{\begin{array}{l}
u^{\prime \prime}-q u^{\prime}+\phi(u)=0  \tag{3.2}\\
u\left(-\frac{l}{2}\right)=u\left(\frac{l}{2}\right)=0 .
\end{array}\right.
$$

By introducing $v(x)=u^{\prime}(x)$, we rewrite (3.2) as the following system of first order ODE:

$$
\left\{\begin{array}{l}
\frac{d u}{d x}=v  \tag{3.3}\\
\frac{d v}{d x}=q v-\phi(u)
\end{array}\right.
$$

subject to the boundary conditions

$$
\begin{equation*}
u\left(-\frac{l}{2}\right)=u\left(\frac{l}{2}\right)=0 \tag{3.4}
\end{equation*}
$$

For any $l>0$, a solution of $3.3,3.4$ ) is represented by an orbit in the $u v$-plane that starts at a point on the positive $v$-semiaxis (when $x=-\frac{l}{2}$ ) and ends at a point on the negative $v$-semiaxis (when $\left.x=\frac{l}{2}\right)$. Observe that for any solution $(u(x), v(x))$, we have $\frac{d u}{d x}>0(<0)$ for $v>0(v<0)$, while for


Figure 3.1. Phase plane portrait for system 3.3 when $\alpha=0.154, \beta=1.67$ and $q=0$. The four equilibria of (3.3) are easily identified as two centers and two saddle points. The portions of the closed orbits in the first and fourth quadrants form endemic and outbreak solutions of 3.3 corresponding to different habitat lengths.
$v=0$ we have $\frac{d v}{d x}=-\phi(u)<0$ exactly when $0<u<u_{1}$ or $u_{2}<u<u_{3}$. Thus, for a fixed $l>0$, the positive solutions of $3.3,3.4$ are of two kinds: those that cross the $u$-axis between 0 and $u_{1}$ (endemic solutions/orbits) and those that cross the $u$-axis between $u_{2}$ and $u_{3}$ (outbreak solutions/orbits). Note that the $u$-coordinate of the intersection of an orbit $(u(x), v(x))$ with the $u$-axis is the maximum value of $u(x)$ on the interval $-\frac{l}{2} \leq x \leq \frac{l}{2}$ (maximum density in the habitat). Thus, we can characterize the endemic and outbreak solutions by

$$
\max _{-\frac{l}{2} \leq x \leq \frac{l}{2}} u(x)<u_{1}
$$

and

$$
\max _{-\frac{l}{2} \leq x \leq \frac{l}{2}} u(x)>u_{2}
$$

respectively. We will use the word "orbits" instead of "solutions" when the actual value of $l>0$ is not specified.

As in the non-advective case, the equilibria of (3.3) are given by zeros of $\phi(u)$, i.e. $(u(x), v(x))=$ $\left(u_{i}, 0\right)$ where $0 \leq i \leq 3$. We will now determine their nature.

Consider the Jacobian matrix of system (3.3):

$$
J(u, v)=\left[\begin{array}{cc}
0 & 1 \\
-\phi^{\prime}(u) & q
\end{array}\right]
$$

Its trace and determinant are given by $\operatorname{tr}(J(u, v))=q \geq 0$ and $\operatorname{det}(J(u, v))=\phi^{\prime}(u)$. We observe the following regarding each equilibrium point of (3.3):

- $\left(u_{0}, 0\right)=(0,0)$ : When $q=0$, the the second order differential equation in 3.2 has a first integral (see Fact 2.2 ) and the phase plane portrait is symmetric with respect to the $u$-axis. In fact, when $q=0$, the orbits of the system 3.3 are level curves of $\frac{1}{2} v^{2}+F(u)$, where $F(u)$ is given in the Fact 2.2. Thus, orbits are given by $v= \pm \frac{1}{2} \sqrt{-F(u)+c}$, where $c$ are constants. Note that


Figure 3.2. Phase plane portraits for system (3.3) when $\alpha=0.154, \beta=1.67$, for $q=0.1,0.2,0.27,0.33$. The nature of saddle points remains the same, while both centers become unstable spirals.
$-F(\cdot)$ has a local maximum at $u=0$ (see Figure 2.3). It follows that in a neighborhood of $(0,0)$ the phase portrait of the system (3.3) consists of closed curves. Therefore, this equilibrium point is a center (see p. 296 in [8] for a similar argument). Note that $\phi^{\prime}(0)=1$. When $0<q<2$, we have $4 \operatorname{det}(J(0,0))-\operatorname{tr}^{2}(J(0,0))=4-q^{2}<0$ while $\operatorname{tr}(J(0,0))=q>0$, so the equilibrium is an unstable spiral. When $q \geq 2$, we have an unstable node.

- $\left(u_{1}, 0\right)$ : Since $\operatorname{det}\left(J\left(u_{1}, 0\right)\right)=\phi^{\prime}\left(u_{1}\right)<0$, this equilibrium point is a saddle for any value of $q$.
- $\left(u_{2}, 0\right)$ : Similarly to $(0,0)$, when $q=0$, this equilibrium point is also a center (note that $-F(\cdot)$ has a local maximum at $u=u_{2}$ as well). Note that $\phi^{\prime}\left(u_{2}\right)>0$. When $0<q<2 \sqrt{\phi^{\prime}\left(u_{2}\right)}$, we have $4 \operatorname{det}\left(J\left(u_{2}, 0\right)\right)-\operatorname{tr}^{2}\left(J\left(u_{2}, 0\right)\right)=4\left(\phi^{\prime}\left(u_{2}\right)\right)^{2}-q^{2}<0$ while $\operatorname{tr}\left(J\left(u_{2}, 0\right)\right)=q>0$, so the equilibrium is an unstable spiral. When $q \geq 2 \sqrt{\phi^{\prime}\left(u_{2}\right)}$, we have an unstable node.
- $\left(u_{3}, 0\right)$ : As in the case of $\left(u_{1}, 0\right)$, we have $\operatorname{det}\left(J\left(u_{3}, 0\right)\right)=\phi^{\prime}\left(u_{3}\right)<0$, and therefore this equilibrium point is a saddle point for any value of $q$.
The changes in the phase plane portrait of system (3.3) as we increase the advection are illustrated in Figure 3.2 .

As noted above, for any value of $q$, the system (3.3) has exactly two saddle points: $\left(u_{1}, 0\right)$ and $\left(u_{3}, 0\right)$. We will denote the upper and lower branches of the stable and unstable manifolds of ( $u_{i}, 0$ ) (where $i=1$
or 3) by $S_{i}^{\text {st+ }}, S_{i}^{\text {st- }}, S_{i}^{\text {unst+ }}$ and $S_{i}^{\text {unst- }}$, respectively. Here " + " corresponds to "upper" (first quadrant) and "-" corresponds to "lower" (fourth quadrant). Thus, $S_{i}^{\text {st+ }}$ and $S_{i}^{\text {st- }}$ have $\left(u_{i}, 0\right)$ as their $\omega$-limit, while $S_{i}^{\text {unst+ }}$ and $S_{i}^{\text {unst- }}$ have the same point as their $\alpha$-limit.

Since the right hand side of (3.3) is given by $C^{\infty}$ functions of $u$ and $v$, by the result of Guysinsky et al. [5], the homeomorphisms involved in the Grobman-Hartman theorem can be chosen to be differentiable at the corresponding equilibrium point and having Jacobian matrix equal to the identity matrix at that point. It follows that the lines through each saddle point spanned by the eigenvectors of the Jacobian matrix $J\left(u_{i}, 0\right)$ are tangent to their stable and unstable manifolds (see also Lemma 6.2 in [21). Alternatively, the slopes of the stable and unstable manifolds of these equilibria can be found by viewing them as solution curves of an ordinary differential equation involving $v$ as a function of $u$. Namely, since every solution $(u(x), v(x))$ of system (3.3) satisfies $u^{\prime}(x)=v(x)$, the portions of the solution curves of (3.3) located either in the upper half of the $u v$-plane $\{(u, v): v>0\}$ or in the lower half $\{(u, v): v<0\}$ satisfy the vertical line test. Such a curve located in either half of the $u v$-plane can be viewed as the graph of a function $v=v(u)$ defined on a certain interval. Such a function will be a solution of the first order differential equation

$$
\begin{equation*}
\frac{d v}{d u}=q-\frac{\phi(u)}{v} \tag{3.5}
\end{equation*}
$$

Lemma 3.1. The slopes of the tangent lines to the stable and unstable manifolds at the saddle point $\left(u_{i}, 0\right)(i=1,3)$ of (3.3) are given by

$$
m=\frac{q \pm \sqrt{q^{2}-4 \phi^{\prime}\left(u_{i}\right)}}{2}
$$

Furthermore, the slope of $S_{i}^{\text {st+ }}$ and $S_{i}^{\text {st- }}$ is given by $m=\frac{q-\sqrt{q^{2}-4 \phi^{\prime}\left(u_{i}\right)}}{2}<0$ and the slope of $S_{i}^{\text {unst+ }}$ and $S_{i}^{u n s t-}$ is given by $m=\frac{q+\sqrt{q^{2}-4 \phi^{\prime}\left(u_{i}\right)}}{2}>0$.

Proof. Let $v=v(u)$ be the function whose graph is the upper portion of the stable or unstable manifold of the saddle point $\left(u_{i}, 0\right)$. Thus, $v(u)$ is defined on an interval of the form $\left(u_{i}-\varepsilon, u_{i}\right)$ or $\left(u_{i}, u_{i}+\varepsilon\right)$, $v(u)>0$ for all such $u, \lim _{u \rightarrow u_{i}} v(u)=0$, and $v(u)$ satisfies 3.5 on its domain. Our goal is to find $m=\lim _{u \rightarrow u_{i}} v^{\prime}(u)$. Noticing that $\phi\left(u_{i}\right)=0$ and $\lim _{u \rightarrow u_{i}} v(u)=0$ and using L'Hospital's rule, we get:

$$
m=\lim _{u \rightarrow u_{i}} v^{\prime}(u)=q-\lim _{u \rightarrow u_{i}} \frac{\phi(u)}{v(u)}=q-\lim _{u \rightarrow u_{i}} \frac{\phi^{\prime}(u)}{v^{\prime}(u)}=q-\frac{\phi^{\prime}\left(u_{i}\right)}{m}
$$

The above equation can be written as

$$
m^{2}-q m+\phi^{\prime}\left(u_{i}\right)=0
$$

Hence, the slope of the tangent line to the stable or unstable manifold at $\left(u_{i}, 0\right)$ is given by $m=$ $\frac{q \pm \sqrt{q^{2}-4 \phi^{\prime}\left(u_{i}\right)}}{2}$. The second statement of the lemma follows by noticing that $\frac{d u}{d x}=v>0$ in the first quadrant and $\frac{d u}{d x}=v<0$ in the fourth quadrant, and $\phi^{\prime}\left(u_{i}\right)>0$.

## 4. The critical advection for outbreak orbits

In this section we will study conditions for the existence of outbreak orbits in terms of the advection speed $q$. We establish existence of a critical value of advection beyond which the outbreak solutions do not exist. We obtain upper and lower bounds for this threshold value.


Figure 4.1. Behaviour of $S_{1}^{u n s t+}$ : three possible cases.
4.1. Existence and upper bound for critical advection for outbreaks. We will begin by describing the effect of increasing $q$ on the behavior of the unstable manifold of the saddle point $\left(u_{1}, 0\right)$. Due to the fact that the vector field on the $u$-axis is given by $\left(\frac{d u}{d x}, \frac{d v}{d x}\right)=(0,-\phi(u))$, and $\phi(u)<0$ for $u_{1}<u<u_{2}$ and $u>u_{3}$ and $\phi(u)>0$ for $u_{2}<u<u_{3}$, there are three possible types of behavior of the upper portion of the unstable manifold $S_{1}^{\text {unst }+}$ of $\left(u_{1}, 0\right)$ :

- Case 1: $S_{1}^{u n s t+}$ crosses the $u$-axis between $u_{2}$ and $u_{3}$;
- Case 2: $S_{1}^{\text {unst+ }}$ becomes a saddle-to-saddle conection with the $\omega$-limit at $\left(u_{3}, 0\right)$;
- Case 3: $S_{1}^{\text {unst+ }}$ stays in the first quadrant without approaching any equilibrium.

We will denote the point where $S_{1}^{\text {unst+ }}$ intersects $u$-axis (if any) as ( $u^{*}, 0$ ). To indicate the dependence of $u^{*}$ on $q$ we will use the notation $u^{*}=u^{*}(q)$. We will write $u^{*}(q)=u_{3}$ in Case 2 , and $u^{*}(q)=\infty$ in Case 3. We will also write $u^{*}(q)<\infty$ in Cases 1 and 2. See Figure 4.1 for an illustration of the three cases.

Recall that the portion of the curve located in the first quadrant is the graph of a smooth function of $u$, which we denote $v=v(u ; q)$. It is defined for $u_{1} \leq u \leq u^{*}(q)$ (or $u \geq u_{1}$ in Case (3)) and is positive and satisfies the differential equation (3.5) for $u_{1}<u<u^{*}(q)$ (or for $u>u_{1}$ in Case (3)), and we have $v\left(u_{1} ; q\right)=v\left(u^{*} ; q\right)=0$ (or just $v\left(u_{1} ; q\right)=0$ in Case (3)). The following lemma shows monotonicity of $v(u ; q)$ and $u^{*}(q)$ with respect to $q$.

Lemma 4.1. Suppose $0 \leq q_{1}<q_{2}$ and $u^{*}\left(q_{2}\right)<\infty$. Then also $u^{*}\left(q_{1}\right)<\infty$, $u^{*}\left(q_{1}\right)<u^{*}\left(q_{2}\right)$, and for any $u_{1}<u<u^{*}\left(q_{1}\right)$ we have $v\left(u ; q_{1}\right)<v\left(u ; q_{2}\right)$.

Proof. By Lemma 3.1. the slope of $v(u ; q)$ at $u=u_{1}$ equals $m(q)=\frac{q+\sqrt{q^{2}-\phi^{\prime}\left(u_{1}\right)}}{2}$, which is a strictly increasing funciton of $q$. Thus, $m\left(q_{1}\right)<m\left(q_{2}\right)$. Hence,

$$
\begin{aligned}
& \lim _{u \rightarrow u_{1}^{+}} \frac{v\left(u ; q_{1}\right)-v\left(u_{1} ; q_{1}\right)}{u-u_{1}}=\lim _{u \rightarrow u_{1}^{+}} \frac{v\left(u ; q_{1}\right)}{u-u_{1}}=m\left(q_{1}\right)< \\
& m\left(q_{2}\right)=\lim _{u \rightarrow u_{1}^{+}} \frac{v\left(u ; q_{2}\right)-v\left(u_{1} ; q_{2}\right)}{u-u_{1}}=\lim _{u \rightarrow u_{1}^{+}} \frac{v\left(u ; q_{2}\right)}{u-u_{1}}
\end{aligned}
$$

Then for some $\varepsilon>0$, we have $v\left(u ; q_{1}\right)<v\left(u ; q_{2}\right)$ for all $u_{1}<u<u_{1}+\varepsilon$. Next, we will show that this inequality holds for all values $u>u_{1}$ for which both curves are in the first quadrant of the $u v$-plane, i.e. for all $u_{1}<u<\min \left(u^{*}\left(q_{1}\right), u^{*}\left(q_{2}\right)\right)$.

Suppose that for some $u_{1}<\tilde{u}<\min \left(u^{*}\left(q_{1}\right), u^{*}\left(q_{2}\right)\right)$ we have $v\left(\tilde{u} ; q_{1}\right)=v\left(\tilde{u} ; q_{2}\right)(>0)$. We may assume that $\tilde{u}$ is the smallest such value. Then for all $u_{1}<u<\tilde{u}$ we have $0<v\left(u ; q_{1}\right)<v\left(u ; q_{2}\right)$,
which implies that $\frac{d}{d u} v\left(\tilde{u} ; q_{1}\right) \geq \frac{d}{d u} v\left(\tilde{u} ; q_{2}\right)$. But

$$
\frac{d}{d u} v\left(\tilde{u} ; q_{1}\right)=q_{1}-\frac{\phi(\tilde{u})}{v\left(\tilde{u} ; q_{1}\right)}=q_{1}-\frac{\phi(\tilde{u})}{v\left(\tilde{u} ; q_{2}\right)}<q_{2}-\frac{\phi(\tilde{u})}{v\left(\tilde{u} ; q_{2}\right)}=\frac{d}{d u} v\left(\tilde{u} ; q_{2}\right)
$$

a contradiction. Thus, for all $u_{1}<u<\min \left(u^{*}\left(q_{1}\right), u^{*}\left(q_{2}\right)\right)$ we have $(0<) v\left(u ; q_{1}\right)<v\left(u ; q_{2}\right)$. Then we must have $u^{*}\left(q_{1}\right) \leq u^{*}\left(q_{2}\right)$. We claim that the inequality is strict. Indeed, suppose $u^{*}\left(q_{1}\right)=u^{*}\left(q_{2}\right)$. Then for some $u_{2}<u<u^{*}\left(q_{1}\right)$ close to $u^{*}\left(q_{1}\right)$ we have $\frac{d}{d u} v\left(u ; q_{1}\right)>\frac{d}{d u} v\left(u ; q_{2}\right)$. Since $u>u_{2}$, we have $\phi(u)>0$. Then

$$
\frac{d}{d u} v\left(u ; q_{1}\right)=q_{1}-\frac{\phi(u)}{v\left(u ; q_{1}\right)}<q_{2}-\frac{\phi(u)}{v\left(u ; q_{1}\right)}<q_{2}-\frac{\phi(u)}{v\left(u ; q_{2}\right)}=\frac{d}{d u} v\left(u ; q_{2}\right)
$$

a contradiction. Thus, $u^{*}\left(q_{1}\right)<u^{*}\left(q_{2}\right)$, and for any $u_{1}<u<u^{*}\left(q_{1}\right)$ we have $v\left(u ; q_{1}\right)<v\left(u ; q_{2}\right)$, as needed.

Lemma 4.2. For any $u_{1}<u<u_{2}, v(u ; q)$ is a continuous function of $q \geq 0$.
Proof. First, recall that $\phi(u)<0$ for all $u_{1}<u<u_{2}$ Let $0 \leq q_{1}<q_{2}$ and $u_{1}<u<u_{2}$. By Lemma 4.1. $0<v\left(u ; q_{1}\right)<v\left(u ; q_{2}\right)$. Thus,

$$
\frac{d}{d u}\left(v\left(u ; q_{2}\right)-v\left(u ; q_{1}\right)\right)=q_{2}-q_{1}+\phi(u)\left(\frac{1}{v\left(u ; q_{1}\right)}-\frac{1}{v\left(u ; q_{2}\right)}\right)<q_{2}-q_{1}
$$

By the Mean Value Theorem applied to the function $f(u)=v\left(u ; q_{2}\right)-v\left(u ; q_{1}\right)$ on the interval $\left[u_{1}, u\right]$, we have:

$$
0<v\left(u ; q_{2}\right)-v\left(u ; q_{1}\right)<\left(q_{2}-q_{1}\right)\left(u-u_{1}\right)
$$

It follows that for any $q_{0} \geq 0$ we have

$$
\lim _{q \rightarrow q_{0}} v(u ; q)=v\left(u ; q_{0}\right)
$$

as needed.

The next lemma shows that for sufficiently large values of $q$, Case 3 takes place (i.e. $u^{*}(q)=\infty$ ), and moreover, $v(u ; q)$ is an increasing function of $u \geq u_{1}$.

Lemma 4.3. Let $\phi^{*}=\max _{u_{2} \leq u \leq u_{3}} \phi(u)$ and $\bar{q}=\sqrt{\frac{\phi^{*}}{u_{2}-u_{1}}}$. Then
(i) for any $q \geq 0, v\left(u_{2} ; q\right)>q\left(u_{2}-u_{1}\right)$;
(ii) for any $q \geq \bar{q}, v(u ; q)$ is a nondecreasing function of $u \geq u_{1}$;
(iii) for any $q \geq \bar{q}$ we have $u^{*}(q)=\infty$, and the system (3.3) has no outbreak orbits.

Proof. (i) First, note that for any $q \geq 0$ and $u_{1}<u<u_{2}$ we have $\phi(u)<0$ and $v(u ; q)>0$, and therefore $\frac{d}{d u} v(u ; q)=q-\frac{\phi(u)}{v}>q$. Let us define $v\left(u_{1} ; q\right)=\lim _{u \rightarrow u_{1}^{+}} v(u ; q)=0$. Then by the Mean Value Theorem, for some $u_{1}<\xi<u_{2}$, we have

$$
v\left(u_{2} ; q\right)=v\left(u_{2} ; q\right)-v\left(u_{1} ; q\right)=\frac{d}{d u} v(\xi ; q)\left(u_{2}-u_{1}\right)>q\left(u_{2}-u_{1}\right)
$$

(ii) Suppose $q \geq \bar{q}$. Let $g(u, v)=q-\frac{\phi(u)}{v}$. Then $g(u, v) \geq 0$ for any $(u, v)$ in the quadrant $u \geq u_{2}$, $v \geq q\left(u_{2}-u_{1}\right)$.

Indeed, for any $u \geq u_{2}$, we have $\phi(u) \leq \phi^{*}$ (note that $\phi^{*}>0$ and $\phi(u)<0$ for $u>u_{3}$ ). Thus, for $u \geq u_{2}, v \geq q\left(u_{2}-u_{1}\right)$ we have

$$
g(u, v)=q-\frac{\phi(u)}{v} \geq q-\frac{\phi^{*}}{v} \geq q-\frac{\phi^{*}}{q\left(u_{2}-u_{1}\right)}=\frac{1}{q}\left(q^{2}-\bar{q}^{2}\right) \geq 0
$$

as needed. By (i), $v(u ; q)>q\left(u_{2}-u_{1}\right)$ for $u=u_{2}$. Next, we wil show that this inequality holds for all $u \geq u_{2}$. If not, let $\hat{u}>u_{2}$ be the smallest $u>u_{2}$ such that $v(\hat{u} ; q)=q\left(u_{2}-u_{1}\right)$. Then, by the Mean Value Theorem, there exists $u_{2}<\xi<\hat{u}$ such that $\frac{d}{d u} v(\xi ; q)<0$. But $(\xi, v(\xi ; q))$ belongs to the quadrant $u \geq u_{2}, v \geq q\left(u_{2}-u_{1}\right)$, and, therefore, $\frac{d}{d u} v(\xi ; q)=g(\xi, v(\xi ; q)) \geq 0$, a contradiction. Thus, for any $u \geq u_{2}$, we have $v(u ; q)>q\left(u_{2}-u_{1}\right)$ and hence $\frac{d}{d u} v(u ; q)=g(u, v(u ; q)) \geq 0$ (in fact, $\geq \frac{1}{q}\left(q^{2}-\bar{q}^{2}\right)$ ). Combining the above with the fact that $\frac{d}{d u} v(u ; q)>q>0$ for all $u_{1}<u<u_{2}$, as established int he proof of (i), we conclude that the function $v(u ; q)$ is nondecreasing for all $u>u_{1}$.
(iii) Clearly, $v(u ; q)>0$ for any $q \geq \bar{q}$ and $u>u_{1}$, i.e. $u^{*}(q)=\infty$. Therefore, the boundary value problem 3.3, 3.4 has no solution whose orbit crosses the $u$-axis to the right from $u_{1}$. Hence, there is no outbreak orbits for $q \geq \bar{q}$.

Let $\Gamma=\left\{q \geq 0: u^{*}(q)<\infty\right\}$. Thus, $\Gamma$ is the set of all values of $q$ for which either Case 1 or Case 2 occurs. By Lemma 4.1, $\Gamma$ is an interval of the real line containing zero as its left endpoint. Lemma 4.3 shows that $\bar{q} \notin \Gamma$ and $\bar{q}$ therefore serves as an upper bound for $\Gamma$. Let us define $q_{c r}^{*}=\sup \Gamma$. Clearly, $q_{c r}^{*} \leq \bar{q}=\sqrt{\frac{\phi^{*}}{u_{2}-u_{1}}}$. The following Proposition clarifies the role of $q_{c r}^{*}$ as a critical value of $q$ for existence of outbreak orbits.

Proposition 4.4. (i) For any $0 \leq q<q_{c r}^{*}$ we have $u^{*}(q)<u_{3}$.
(ii) For any $q>q_{c r}^{*}$ we have $u^{*}(q)=\infty$.
(iii) $u^{*}\left(q_{c r}^{*}\right)=u_{3}$ (i.e. for $q=q_{c r}^{*}, S_{1}^{\text {unst+ }}$ becomes a heteroclinic connection between $\left(u_{1}, 0\right)$ and $\left(u_{3}, 0\right)$ and coincides with $\left.S^{s} t+{ }_{3}\right)$.
(iv) $\lim _{q \rightarrow q_{c r}^{*-}} u^{*}(q)=\sup u^{*}(\Gamma)=u_{3}$.

Proof. (i) Suppose $0 \leq q<q_{c r}^{*}$. Let $\tilde{q}=\frac{q+q_{c r}^{*}}{2}$. Then $q<\tilde{q}<q_{c r}^{*}$ and $q, \tilde{q} \in \Gamma$. By Lemma 4.1. $u^{*}(q)<u^{*}(\tilde{q}) \leq u_{3}$, as needed.
(ii) Follows by noticing that $q>q_{c r}^{*}=\sup \Gamma$ implies $q \notin \Gamma$.
(iii) Let $\bar{u}$ be any value between $u_{1}$ and $u_{2}$, e.g. $\bar{u}=\frac{u_{1}+u_{2}}{2}$. For any $q \geq 0$, let $(U(x ; \mu, \nu, q), V(x ; \mu, \nu, q))$, $x \geq 0$, be the solution $(u(x), v(x))$ of the system (3.3) such that $(u(0), v(0))=(\mu, \nu)$. Then by global continuity with respect to the initial conditions and parameters, for any fixed $x>0,(U(x ; \mu, \nu, q), V(x ; \mu, \nu, q))$ is continuous with respect to $(\mu, \nu, q)$. Let

$$
\left(u_{q}(x), v_{q}(x)\right)=(U(x ; \bar{u}, v(\bar{u} ; q), q), V(x ; \bar{u}, v(\bar{u} ; q), q))
$$

which defines the portion of $S_{1}^{u n s t+}$ starting at $(\bar{u}, v(\bar{u} ; q))$ for the given value of $q$. By Lemma 4.2, $v(\bar{u} ; q)$ is a continuous function of $q$. Then for any fixed $x=L>0,\left(u_{q}(L), v_{q}(L)\right)$ is continuous with respect to $q$.

To show $u^{*}\left(q_{c r}^{*}\right)=u_{3}$ we need to eliminate the two other cases: $u^{*}\left(q_{c r}^{*}\right)<u_{3}$ and $u^{*}\left(q_{c r}^{*}\right)=\infty$.
Case (1): Suppose $u^{*}\left(q_{c r}^{*}\right)<u_{3}$. Then for $q=q_{c r}^{*}$, the orbit $S_{1}^{\text {unst+ }}$ crosses into the fourth quadrant, and therefore, for some $L>0$ we will have $v_{q_{c r}^{*}}(L)<0$. Let $\varepsilon=-v_{q_{c r}^{*}}(L)>0$. For any $q>q_{c r}^{*}$, we have $q \notin \Gamma$, and thus, the orbit $S_{1}^{u n s t+}$ stays in the first quadrant. Therefore, for any $x>0$ we will
have $v_{q}(x)>0$. In particular, for any $q>q_{c r}^{*}$, we have

$$
\left\|\left(u_{q}(L), v_{q}(L)\right)-\left(u_{q_{c r}^{*}}(L), v_{q_{c r}^{*}}(L)\right)\right\| \geq \varepsilon
$$

contradicting the continuity of $\left(u_{q}(L), v_{q}(L)\right)$ at $q=q_{c r}^{*}$.
Case (2): Suppose $u^{*}\left(q_{c r}^{*}\right)=\infty$. Then for $q=q_{c r}^{*}$, the orbit $S_{1}^{\text {unst+ }}$ stays in the first quadrant and eventually crosses the vertical line $u=u_{3}$. Thus, for some $L>0$, we have $u_{q_{c r}^{*}}(L)>u_{3}$. Let $\varepsilon=u_{q_{c r}^{*}}(L)-u_{3}>0$. For any $q<q_{c r}^{*}$, we have $q \in \Gamma$, and thus, the orbit $S_{1}^{u n s t+}$ stays to the left from the line $u=u_{3}$. Therefore, for any $x>0$ we will have $u_{q}(x)<u_{3}$. In particular, for any $q<q_{c r}^{*}$, we have

$$
\left\|\left(u_{q}(L), v_{q}(L)\right)-\left(u_{q_{c r}^{*}}(L), v_{q_{c r}^{*}}(L)\right)\right\| \geq \varepsilon
$$

contradicting the continuity of $\left(u_{q}(L), v_{q}(L)\right)$ at $q=q_{c r}^{*}$.
(iv) In this proof we will use the notation $\left(u_{q}(x), v_{q}(x)\right)$ as defined in the proof of (iii). Note that by monotonicity of $u^{*}(q)$ (Lemma 4.1) and the fact that $u^{*}(q) \leq u_{3}$ for all $q \in \Gamma$, the set $u^{*}(\Gamma)$ is bounded above by $u_{3}$ and $\lim _{q \rightarrow q_{c r}^{*-}} u^{*}(q)=\sup u^{*}(\Gamma) \leq u_{3}$. Suppose that $\sup u^{*}(\Gamma)<u_{3}$. Let $\varepsilon=\frac{u_{3}-\sup u^{*}(\Gamma)}{2}$. Note that $\varepsilon>0$. By (iii), we have $u_{q_{c r}^{*}}(x) \rightarrow u_{3}$ as $x \rightarrow \infty$. Thus, for some $L>0$, we have $u_{q_{c r}^{*}}(L)>u_{3}-\varepsilon$. In particular, for any $q<q_{c r}^{*}$, we have

$$
\left\|\left(u_{q}(L), v_{q}(L)\right)-\left(u_{q_{c r}^{*}}(L), v_{q_{c r}^{*}}(L)\right)\right\| \geq \varepsilon
$$

and as in (iii), it contradicts the continuity of $\left(u_{q}(L), v_{q}(L)\right)$ at $q=q_{c r}^{*}$. Thus, $\sup u^{*}(\Gamma)=u_{3}$, as needed.
4.2. Lower bound for critical advection for outbreaks. We will now work towards obtaining a lower bound for $q_{c r}^{*}$. Recall that $v(u ; q)$ satisfies the differential equation (3.5) for $u_{1}<u<u^{*}(q)$ and $v\left(u_{1} ; q\right)=v\left(u^{*}(q) ; q\right)=0$ (when $q \leq q_{c r}^{*}$ ). Multiplying both sides of 3.5 by $v(u ; q)$ and integrating from $u_{1}$ to $u^{*}(q)$ gives:

$$
\begin{gathered}
\int_{u_{1}}^{u^{*}(q)}(q v(u ; q)-\phi(u)) d u=\int_{u_{1}}^{u^{*}(q)} v(u ; q) \frac{d v}{d u} d u= \\
\int_{v\left(u_{1} ; q\right)}^{v\left(u^{*}(q) ; q\right)} v d v=\frac{\left(v\left(u^{*}(q) ; q\right)\right)^{2}}{2}-\frac{\left(v\left(u_{1} ; q\right)\right)^{2}}{2}=0-0=0
\end{gathered}
$$

Therfore, we obtain the following:

$$
q \int_{u_{1}}^{u^{*}(q)} v(u ; q) d u=\int_{u_{1}}^{u^{*}(q)} \phi(u) d u .
$$

Since, $\int_{u_{1}}^{u^{*}(q)} v(u ; q) d u>0$, we get

$$
\begin{equation*}
q=\frac{\int_{u_{1}}^{u^{*}(q)} \phi(u) d u}{\int_{u_{1}}^{u^{*}(q)} v(u ; q) d u} \tag{4.1}
\end{equation*}
$$

Note that $\phi(u)<0$ for $u_{1}<u<u_{2}$ and $\phi(u)>0$ for $u_{2}<u<u_{3}$. Let $A_{1}=-\int_{u_{1}}^{u_{2}} \phi(u) d u, A^{*}=$ $\int_{u_{2}}^{u^{*}(q)} \phi(u) d u$ and $A_{2}=\int_{u_{2}}^{u_{3}} \phi(u) d u$. Then $A_{1}, A^{*}, A_{2}>0$ and $A^{*} \leq A_{2}$. Notice that $\int_{u_{1}}^{u^{*}(q)} \phi(u) d u=$ $A^{*}-A_{1}$ and $\int_{u_{1}}^{u_{3}} \phi(u) d u=A_{2}-A_{1}$. Recall that for $q=0$, outbreak orbits exist exactly when $u^{*}(0)<u_{3}$. This is also equivalent to existence of outbreak orbits for some $q \geq 0$, or for all sufficiently small $q \geq 0$. Since the existence of an outbreak orbit for $q=0$ is equivalent to $F\left(u_{1}\right)<F\left(u_{3}\right)$, and $F\left(u_{3}\right)-F\left(u_{1}\right)=A_{2}-A_{1}$, an outbreak orbit exists for $q=0$ (or for sufficiently small $q \geq 0$ ) if and only if $A_{1}<A_{2}$. Below we give an alternative proof of this fact based on the phase plane argument.

Proposition 4.5. Suppose $\phi(u)$ has three positive zeros. Then outbreak orbits exist for sufficiently small $q \geq 0$ if and only if $A_{2}>A_{1}$.
Proof. Suppose that for some $q \geq 0$, an outbreak solution exists (Case 1 holds). Then $u_{2}<u^{*}(q)<u_{3}$, and by 4.1

$$
0 \leq q=\frac{A^{*}-A_{1}}{\int_{u_{1}}^{u^{*}(q)} v(u ; q) d u}
$$

and thus, $A^{*} \geq A_{1}$. Note that since $u^{*}(q)<u_{3}$, we have $A_{2}>A^{*}$. Therefore $A_{2}>A_{1}$.
Suppose that for $q=0$, an outbreak solution does not exist (Case 2 or Case 3 holds), but $A_{2}>A_{1}$. Then $u^{*}(0)=u_{3}$ or $u^{*}(0)=\infty$. We have:

$$
\begin{gathered}
0>A_{1}-A_{2}=-\int_{u_{1}}^{u_{3}} \phi(u) d u=\int_{u_{1}}^{u_{3}} v \frac{d v}{d u} d u= \\
\frac{\left(v\left(u_{3}\right)\right)^{2}}{2}-\frac{\left(v\left(u_{1}\right)\right)^{2}}{2}=\frac{\left(v\left(u_{3}\right)\right)^{2}}{2}-0=\frac{\left(v\left(u_{3}\right)\right)^{2}}{2}
\end{gathered}
$$

a contradiction. Thus, an outbreak solution exists.

Figure 4.2 shows the phase plane of system 3.3 for $Q=6.5$ and $q=0$ and three different values of $\beta$ :
(a) $R=0.588, A_{1}<A_{2}$, outbreak solutions exist (here $\tilde{R}(Q)<R<R_{1}(Q)$, i.e. we are in $\Omega^{*}$ or Region IV of the $Q R$-plane);
(b) $R=0.574, A_{1}=A_{2}$, no outbreak solution is possible (here $R=\tilde{R}(Q)$, which corresponds to the lower boundary of $\Omega^{*}$ );
(c) $R=0.571, A_{1}>A_{2}$, no outbreak solution is possible (here $R_{2}(Q)<R<\tilde{R}(Q)$, which corresponds to Region III).

Recall that $\lim _{q \rightarrow q_{c r}^{*-}} u^{*}(q)=u_{3}$. Passing to the limit as $q \rightarrow q_{c r}^{*}$ in 4.1, we get

$$
\begin{equation*}
q_{c r}^{*}=\frac{\int_{u_{1}}^{u_{3}} \phi(u) d u}{\int_{u_{1}}^{u_{3}} v\left(u ; q_{c r}^{*}\right) d u} \tag{4.2}
\end{equation*}
$$

Note that the denominator of the fraction in (4.2) represents the area of the region in the $u v$-plane bounded above by the curve $v=v\left(u ; q_{c r}^{*}\right)$, which is the orbit $S_{1}^{u n s t+}=S_{3}^{s t+}$, where $u_{1} \leq u \leq u_{3}$, and the $u$-axis. We will denote this orbit by $S_{13}$. Our next objective is to find an upper bound for this area.

Let $u_{\text {min }} \in\left[u_{1}, u_{2}\right]$ be such that $\phi^{\prime}\left(u_{\min }\right)$ is the minimal value of $\phi^{\prime}$ on $\left[u_{1}, u_{2}\right]$. If $\phi$ is concave up on [ $u_{1}, u_{2}$ ], then $u_{\text {min }}=u_{1}$, otherwise it is the inflection point $0<\hat{u}_{1}<1$ of $\phi(\cdot)$ (see Lemma 2.1). The proof of the following proposition amounts to constructing a triangular "trapping region" enclosing the orbit $S_{13}$ and having two of its vertices at the saddle points $\left(u_{1}, 0\right)$ and $\left(u_{3}, 0\right)$.
Proposition 4.6. For $q \geq 0$, let

$$
A(q)=\frac{\left(\sqrt{q^{2}-4 \phi^{\prime}\left(u_{\min }\right)}+q\right)\left(\sqrt{q^{2}-4 \phi^{\prime}\left(u_{3}\right)}-q\right)\left(u_{3}-u_{1}\right)^{2}}{4\left(\sqrt{q^{2}-4 \phi^{\prime}\left(u_{\min }\right)}+\sqrt{q^{2}-4 \phi^{\prime}\left(u_{3}\right)}\right)} .
$$

Then $\int_{u_{1}}^{u_{3}} v\left(u ; q_{c r}^{*}\right) d u<A\left(q_{c r}^{*}\right)$.
Proof. See Appendix A
Using the above proposition and the fact that $\int_{u_{1}}^{u_{3}} \phi(u) d u>0$, we obtain:

$$
q_{c r}^{*}=\frac{\int_{u_{1}}^{u_{3}} \phi(u) d u}{\int_{u_{1}}^{u_{3}} v\left(u, q_{c r}^{*}\right) d u}>\frac{\int_{u_{1}}^{u_{3}} \phi(u) d u}{A\left(q_{c r}^{*}\right)}
$$



Figure 4.2. The phase plane of system (3.3) for $Q=6.5, q=0$ and $R=0.588$ $\left(\tilde{R}(Q)<R<R_{1}(Q)\right), R=0.574(R=\tilde{R}(Q)), R=0.571\left(R_{2}(Q)<R<\tilde{R}(Q)\right)$. Graphs of $\phi(u)$ with the areas $A_{1}$ and $A_{2}$ indicated are shown on the right.

Note that $A(q)$ is well-defined, continuous and positive for all $q \geq 0$. For $q \geq 0$, let

$$
G(q)=q-\frac{\int_{u_{1}}^{u_{3}} \phi(u) d u}{A(q)},
$$

which is a continuous function for $q \geq 0$. Then

$$
G(0)=-\frac{\int_{u_{1}}^{u_{3}} \phi(u) d u}{A(0)}<0
$$

and $G\left(q_{c r}^{*}\right)>0$. Let $\underline{q}>0$ be the smallest positive zero of $G(q)$. Then $0<\underline{q}<q_{c r}^{*}$, that is, $\underline{q}$ serves as a lower bound for $q_{c r}^{*}$.

## 5. GEOMETRIC ANALYSIS OF ENDEMIC AND OUTBREAK ORBITS AND STEADY STATE SOLUTIONS

In the first part of this section, we will use phase plane analysis to study conditions for existence of endemic and outbreak orbits. Then we will discuss the dependence of habitat length on the maximal density of a steady state solution.
5.1. Conditions for existence of endemic and outbreak orbits. First, we will show that for $q \geq 2$ there is no positive solution (i.e. satisfying $u(x)>0$ for $-\frac{l}{2}<x<\frac{l}{2}$ ) to the boundary value problem (3.3, 3.4) for any $l>0$, i.e. (3.3) has no endemic or outbreak orbits.

Proposition 5.1. Suppose $q \geq 2$ and $l>0$. Then (3.3, 3.4) has no positive solution. In particular, (3.3) has no endemic or outbreak orbits.

Proof. Note that a positive solution of 3.33 .4 satisfies $v\left(-\frac{l}{2}\right)>0$ and $v\left(x^{*}\right)=0$ for some $-\frac{l}{2}<x^{*}<$ $\frac{l}{2}$. Consider the half-line $v=u, u>0$ in the $u v$-plane. To establish that there is no positive solution of 3.33 .4 it suffices to show that the slope of vector field of the system (3.3) when restricted to this half-line is greater than 1 . That is,

$$
\frac{q u-\phi(u)}{u}>1
$$

for all $u>0$. We have

$$
\frac{\phi(u)}{u}=1-\frac{u}{Q}-\frac{1}{R} \cdot \frac{u}{u^{2}+1}<1 \leq q-1,
$$

for all $u>0$, hence

$$
\frac{q u-\phi(u)}{u}=q-\frac{\phi(u)}{u}>q-q+1=1
$$

as needed.

The next lemma demonstrates that there is a horizontal line such that once an orbit of (3.3) passes above this line it will stay above it. Recall that $\phi(u)<0$ outside the interval [ $0, u_{3}$ ], and thus $\phi(u)$ reaches its maximal value on $\mathbb{R}$ at some $0 \leq u \leq u_{3}$.

Lemma 5.2. Let $q>0$ and $M=\frac{1}{q} \max _{0 \leq u \leq u_{3}} \phi(u)$. Then for any solution $(u(x), v(x))$ of (3.3), if for some $x^{*}$ we have $v\left(x^{*}\right)>M$, then $v(x)>M$ for all $x>x^{*}$.

Proof. Suppose for some $\hat{x}>x^{*}$ we have $v(\hat{x}) \leq M$. By the Intermediate Value Theorem, there is $x^{*}<\tilde{x} \leq \hat{x}$ such that $v(\tilde{x})=M$. We may assume that for all $x^{*}<x<\tilde{x}, v(x)>M$. By the Mean Value Theorem, there exists $x^{*}<\xi<\tilde{x}$ such that $v^{\prime}(\xi)<0$. But $v(\xi)>M$, and thus

$$
v^{\prime}(\xi)=q v(\xi)-\phi(u(\xi))>q M-\max _{0 \leq u \leq u_{3}} \phi(u)=0
$$

a contradiction.
We will now show the existence of an orbit located in the first quadrant of the $u v$-plane, connecting a point on the positive $v$-semiaxis and the saddle point ( $u_{1}, 0$ ) (in fact, a portion of $S_{1}^{s t+}$ ).


Figure 5.1. Region $W$ used in the proof of Lemma 5.3.

Lemma 5.3. Let $0<q<2$. Then there exists a solution $(u(x), v(x)), x \geq 0$, of (3.3) such that

$$
\lim _{x \rightarrow \infty}(u(x), v(x))=\left(u_{1}, 0\right)
$$

$(u(0), v(0))=\left(0, v_{1}\right)$ where $0<v_{1} \leq M$, and $(u(x), v(x)) \in\left(0, u_{1}\right) \times(0, M)$ for all $x>0$.
Proof. Let $(u(x), v(x)), x \in \mathbb{R}$, be the solution of 3.3) such that

$$
\lim _{x \rightarrow \infty}(u(x), v(x))=\left(u_{1}, 0\right)
$$

and $v(x)>0$ as $x \rightarrow \infty$. Thus, it represents the upper portion of the stable manifold of the saddle point $\left(u_{1}, 0\right)$. Note that $u(x)$ is a non-decreasing function of $x$ as long as $v(x) \geq 0$. Consider the region $W=\left[0, u_{1}\right] \times[0, M]$ of the $u v$-plane (see Figure 5.1).

Note that as $x \rightarrow \infty,(u(x), v(x)) \in\left(0, u_{1}\right) \times(0, M)$ (the interior of $\left.W\right)$. Since the only other equilibrium point in $W$ is $(0,0)$, as we decrease $x$, the only two possibilities are:
(1) $(u(x), v(x))$ remains in $W$ and approaches $(0,0)$ as $x \rightarrow-\infty$;
(2) $(u(x), v(x))$ leaves $W$ through
(2a) the upper boundary of $W\left(v=M, 0<u<u_{1}\right)$,
(2b) the lower boundary of $W\left(v=0,0<u<u_{1}\right)$,
(2c) or the left boundary of $W(u=0,0<v \leq M)$.
The case (1) is not possible since $(0,0)$ is an unstable spiral, so there is no solution that approaches $(0,0)$ as $x \rightarrow-\infty$ entirely in the first quadrant. If (2a) holds then there is $x^{*} \in \mathbb{R}$ such that $v\left(x^{*}\right)=M$ and for some $\varepsilon>0, v(x)>M$ for all $x^{*}-\varepsilon<x<x^{*}$, which contradicts Lemma 5.2. The case (2b) contradicts the fact that $\frac{d v}{d x}=-\phi(u(x))<0$ on the lower boundary. Thus, (2c) holds, i.e. there exists $x^{*} \in \mathbb{R}$ such that $\left(u\left(x^{*}\right), v\left(x^{*}\right)\right)=\left(0, v_{1}\right)$ where $0<v_{1} \leq M$, and for all $x>x^{*}$ we have $(u(x), v(x)) \in W$. Shifting by $-x^{*}$ gives us $x^{*}=0$, as needed.

Lemma 5.4. Let $0<q<2$ and suppose $u^{*}(q)<u_{3}$ (Case 1). Then there exists a solution $(u(x), v(x))$, $x \geq 0$, of (3.3) such that

$$
\lim _{x \rightarrow \infty}(u(x), v(x))=\left(u_{3}, 0\right)
$$

$(u(0), v(0))=\left(0, v_{3}\right)$ where $v_{1}<v_{3} \leq M$, and $(u(x), v(x)) \in\left(0, u_{3}\right) \times(0, M)$ for all $x>0$.
Proof. Consider the portions of the stable and unstable manifolds of the saddle point $\left(u_{1}, 0\right)$ of 3.3 ) located in the first quadrant (i.e. the first quadrant portions of the curves $S_{1}^{s t+}$ and $S_{1}^{u s n t+}$ ). Note that both curves can be viewed as graphs of continuous functions of $u$, namely, $v=v^{l}(u)$ defined for


Figure 5.2. Region $W^{\prime}=W_{1} \cup W_{2} \cup W_{3}$ used in the proof of Lemma 5.4.
$0 \leq u \leq u_{1}$ (by Lemma5.3) and $v=v^{r}(u)$ defined for $u_{1} \leq u \leq u^{*}(q)$. By Lemma5.3, $v^{l}(u)>0$ for all $0 \leq u<u_{1}$, and $v^{l}\left(u_{1}\right)=0$. We also have $v^{r}\left(u_{1}\right)=v^{r}\left(u^{*}(q)\right)=0$ and $v^{r}(u)>0$ for $u_{1}<u<u^{*}(q)$. By Lemma 5.2, $v^{l}(u), v^{r}(u) \leq M$ throughout their respective domains.

Consider the following region of the $u v$-plane:

$$
W^{\prime}=W_{1} \cup W_{2} \cup W_{3},
$$

where

$$
\begin{gathered}
W_{1}=\left\{(u, v): 0 \leq u<u_{1}, v^{l}(u) \leq v \leq M\right\} \\
W_{2}=\left\{(u, v): u_{1} \leq u<u^{*}(q), v^{r}(u) \leq v \leq M\right\}
\end{gathered}
$$

and

$$
W_{3}=\left[u^{*}(q), u_{3}\right] \times[0, M]
$$

Note that $W^{\prime}$ is a closed simply connected plane region (see Figure 5.2.
Let $(u(x), v(x)), x \in \mathbb{R}$, be the solution of 3.3 such that $\lim _{x \rightarrow \infty}(u(x), v(x))=\left(u_{3}, 0\right)$ and $v(x)>0$ as $x \rightarrow \infty$ (it represents part of the upper portion of the stable manifold $S_{3}^{s t+}$ of the saddle point $\left.\left(u_{3}, 0\right)\right)$. Recall that $u(x)$ is a non-decreasing function of $x$ as long as $v(x) \geq 0$. Note that as $x \rightarrow \infty$, $(u(x), v(x)) \in\left(u^{*}(q), u_{3}\right) \times(0, M)$ (the interior of $\left.W_{3}\right)$. Since the only other equilibrium point in $W^{\prime}$ is $\left(u_{1}, 0\right)$, as we decrease $x$, the only two possibilities are:
(1) $(u(x), v(x))$ remains in $W^{\prime}$ and approaches $\left(u_{1}, 0\right)$ as $x \rightarrow-\infty$;
(2) $(u(x), v(x))$ leaves $W$ through
(2a) the upper boundary of $W^{\prime}\left(v=M, 0<u<u_{3}\right)$,
(2b) the lower boundary of $W^{\prime}\left(v=v^{l}(u), 0 \leq u<u_{1}\right.$, or $v=v^{r}(u), u_{1} \leq u \leq u^{*}(q)$, or $v=0$, $\left.u^{*}(q)<u<u_{3}\right)$,
(2c) or the left boundary of $W^{\prime}\left(u=0, v_{1}<v \leq M\right)$.
The case (1) is not possible since ( $u_{1}, 0$ ) is a saddle point having $v=v^{r}(u)$ as its unstable manifold in $W^{\prime}$ (thus, no other orbit in $W^{\prime}$ can approach it as $x \rightarrow-\infty$ ). The case (2a) impossible for the same reason as in the proof of Lemma 5.3. The case (2b) is impossible due to the uniqueness of the solution of an initial value problem (for lower boundaries of $W_{1}$ or $W_{2}$ ), or due to the fact that $\frac{d v}{d x}=-\phi(u(x))<0$ on the lower boundary of $W_{3}\left(u^{*}(q)<u<u_{3}, v=0\right)$. Thus, (2c) holds, i.e. there exists $x^{*} \in \mathbb{R}$ such that $\left(u\left(x^{*}\right), v\left(x^{*}\right)\right)=\left(0, v_{3}\right)$ where $v_{1}<v_{3} \leq M$, and for all $x>x^{*}$ we have $(u(x), v(x)) \in W^{\prime}$. Shifting by $-x^{*}$, we may assume that $x^{*}=0$, as needed.


Figure 5.3. Region $T_{m}^{i}$ used to "capture" the curve $S_{i}^{u n s t-}$.

In order to establish the existence of endemic and outbreak orbits, we will now turn our attention to the fourth quadrant of the $u v$-plane. Let $i=1$ or 3 . Recall that $\left(u_{i}, 0\right)$ is a saddle point, and by Lemma 3.1 the slope of $S_{i}^{\text {unst- }}$ (the lower branch of its unstable manifold) is given by $\frac{q+\sqrt{q^{2}-4 \phi^{\prime}\left(u_{i}\right)}}{2}$. Our goal is to find a closed triangular region

$$
T_{m}^{i}=\left\{(u, v): 0 \leq u \leq u_{i}, m\left(u-u_{i}\right) \leq v \leq 0\right\}
$$

bounded by positive $u$-semiaxis, negative $v$-semiaxis and the line through $\left(u_{i}, 0\right)$ with a positive slope $m$, such that the portion of $S_{i}^{\text {unst- }}$ in the fourth quadrant will lie entirely in that region (see Figure 5.3 .

To guarantee that the small portion of this curve near the saddle point is located inside this region, we will need $m>\frac{q+\sqrt{q^{2}-4 \phi^{\prime}\left(u_{i}\right)}}{2}$. To guarantee that $S_{i}^{u n s t-}$ does not cross the hypothenuse of $T_{m}^{i}$, we will require that the vector field of the system (3.3), when restricted to the line segment $v=m\left(u-u_{i}\right)$, $0<u<u_{i}$, forms an acute angle with the normal vector ( $-m, 1$ ) pointing towards the origin. Thus, the condition is $(-m, 1) \cdot(v, q v-\phi(u))>0$ where $v=m\left(u-u_{i}\right)$ and $0<u<u_{i}$. Equivalently, we need

$$
m\left(u-u_{i}\right)(q-m)-\phi(u)>0
$$

or

$$
m^{2}-m q>-\frac{\phi(u)}{u-u_{i}}
$$

This inequality has to hold for all $0<u<u_{i}$.
For $i=1$ or 3 , define a function $h^{i}:\left[0, u_{i}\right] \rightarrow \mathbb{R}$ as follows

$$
h^{i}(u)= \begin{cases}-\frac{\phi(u)}{u-u_{i}}, & u<u_{i} \\ -\phi^{\prime}\left(u_{i}\right), & u=u_{i}\end{cases}
$$

Clearly, $h^{i}$ is continuous on $\left[0, u_{i}\right]$, and thus, it attains its maximal value, $h_{\text {max }}^{i}(>0)$ in $\left[0, u_{i}\right]$. Note that by the definition of $h_{\text {max }}^{i}$, we have $-\frac{\phi(u)}{u-u_{i}} \leq h_{\max }^{i}$ for all $0<u<u_{i}$. Hence, it suffices to require

$$
m^{2}-m q-h_{\max }^{i}>0
$$

Let $m_{i}$ be the positive root of the quadratic equation $m^{2}-m q-h_{\max }^{i}=0$, i.e.

$$
m_{i}=\frac{q+\sqrt{q^{2}+4 h_{\max }^{i}}}{2}
$$

Clearly, $m^{2}-m q-h_{\text {max }}^{i}>0$ holds for $m>m_{i}$. We are now ready to analyze the behavior of the curves $S_{1}^{\text {unst- }}, S_{1}^{\text {unst+ }}$ and $S_{3}^{\text {unst- }}$ in the fourth quadrant of the $u v$-plane.

Lemma 5.5. Suppose $0 \leq q<2$. The fourth quadrant portion of the curve $S_{1}^{u n s t-}$ is contained in the region $T_{m_{1}}^{1}$. It connects its $\alpha$-limit $\left(u_{1}, 0\right)$ with a point $\left(0, v_{1}^{-}\right)$where $-m_{1} u_{1}<v_{1}^{-}<0$.

Proof. Since $T_{m_{1}}^{1}=\bigcap_{m>m_{1}} T_{m}^{1}$, it suffices to prove the first statement for all $m>m_{1}$. We have $m>$ $m_{1} \geq \frac{q+\sqrt{q^{2}-4 \phi^{\prime}\left(u_{1}\right)}}{2}$. Hence, near the point $\left(u_{1}, 0\right)$, the curve $S_{1}^{u n s t-}$ stays above the line $v=m\left(u-u_{1}\right)$ (as its tangent at $\left(u_{1}, 0\right)$ has slope $<m$ ). Since $m>m_{1}$, by the vector field arguments preceding this lemma, the curve cannot cross this line at any point $\left(u, m\left(u-u_{1}\right)\right)$ where $0<u<u_{1}$. Therefore the curve is contained in $T_{m}^{1}$ for any $m>m_{1}$, and thus, also in $T_{m_{1}}^{1}$. The second statement follows easily by noticing that $S_{1}^{\text {unst- }}$ cannot approach the origin (an unstable equilibrium) and cannot cross the $u$-axis (as the vector field is directed downward on the $u$-axis between $u=0$ and $u=u_{1}$ ).

For $q \geq 0$, let $S_{1}^{s t+}(q)$ and $S_{1}^{s t-}(q)$ denote the curves $S_{1}^{s t+}$ and $S_{1}^{s t-}$ for this particular value of $q$.
Lemma 5.6. Suppose $0<q<2$. The fourth quadrant portion of the curve $S_{1}^{u n s t+}(q)$ is contained in the region $T_{m_{3}}^{3} \backslash D$, where $D$ is the region bounded by the curve $S_{1}^{\text {unst- }}(q)$, the positive u-semiaxis and negative $v$-semiaxis. The curve $S_{1}^{\text {unst+ }}$ connects $\left(u^{*}(q), 0\right)$ with the point $\left(0, v^{*}\right)$ where $-m_{3} u_{3}<v^{*}<$ $v_{1}^{-}$.

Proof. As in the previous lemma, it suffices to prove the first statement for $T_{m}^{3}$ for any $m>m_{3}$. Let $(u(x), v(x)), x \in \mathbb{R}$ be a solution of 3.3 representing $S_{1}^{u n s t+}(q)$. Thus, $\lim _{x \rightarrow-\infty}(u(x), v(x))=\left(u_{1}, 0\right)$ and for some $x^{*}$, we have $\left(u\left(x^{*}\right), v\left(x^{*}\right)\right)=\left(u^{*}(q), 0\right)$. As we increase $x>x^{*}, u(x)$ will decrease and, by Poincare-Bendixson theorem, the point $(u(x), v(x))$ either leaves the region $T_{m}^{3}$ or approaches an equilibrium point in $T_{m}^{3}$ (note that by the Bendixson-Dulac criterion, the system 3.3 has no closed orbits for $q>0$, as the vector field has positive divergence $q$ ).

Recall that the vector field of the system (3.3) points downward on the $u$-axis for $0<u<u_{1}$ and $u_{2}<u<u_{3}$. Note that $S_{1}^{s t-}(0)$ is the lower portion of the right-side homoclinic orbit of $\left(u_{1}, 0\right)$ (for $q=0)$, it connects the point $\left(u^{*}(0), 0\right)$ to $\left(u_{1}, 0\right)$ in the fourth quadrant, and is a graph of a function of $u$. Recall that for any $q \geq 0$ and point $(u, v)$ where $v \neq 0$, the slope of the solution curve of (3.3) passing through $(u, v)$ is given by

$$
\frac{d v}{d u}=q-\frac{\phi(u)}{v}
$$

Then for any $q>0$, the vector field of 3.3 on the curve $S_{1}^{s t-}(0)$ will point outside the region above the curve. In addition, by Lemma 3.1. the slope of the curve $S_{1}^{s t-}(q)$ at $\left(u_{1}, 0\right)$ is given by

$$
m(q)=\frac{q-\sqrt{q^{2}-\phi^{\prime}\left(u_{1}\right)}}{2}
$$

and for $q>0, m(q)>m(0)$.


Figure 5.4. Regions $D$ and $T_{m_{3}}^{3} \backslash D$ from the proof of Lemma 5.6
Thus, we conclude that $(u(x), v(x))$ cannot cross the $u$-axis again for any $x>x^{*}$, and cannot approach $\left(u_{1}, 0\right)$ as $x \rightarrow \infty$. Clearly, it cannot approach $\left(u_{2}, 0\right)$ either. Note that $S_{1}^{u n s t+}(q)$ cannot cross the curve $S_{1}^{\text {unst }-}(0)$ or the segment

$$
v=m\left(u-u_{3}\right), \quad 0<u<u_{3}
$$

(by the vector field argument). Since there are no more equilibria in the region $T_{m}^{3} \backslash D$, the only possibility for $S_{1}^{u n s t+}(q)$ is to leave the region $T_{m}^{3} \backslash D$ (and thus, the fourth quadrant) through the $v$-axis between $v=v_{1}^{-}$and $-m_{3} u_{3}$. This proves the lemma (see Figure 5.4 for an illustration).

Lemma 5.7. Suppose $0<q<2$. The fourth quadrant portion of the curve $S_{3}^{u n s t-}$ is contained in the region $T_{m_{3}}^{3} \backslash E$, where $E$ is the region bounded by the curve $S_{1}^{u n s t+}$, the positive u-semiaxis and negative $v$-semiaxis. It connects its $\alpha$-limit $\left(u_{3}, 0\right)$ with a point $\left(0, v_{3}^{-}\right)$where $-m_{3} u_{3}<v_{3}^{-}<v^{*}$.

Proof. The proof is similar to the proof of the previous two lemmas.
See Figure 5.5 for an illustration of Lemma 5.7 .
Remark 5.8. Note that when $q=0$, we have $S_{1}^{\text {unst+ }}=S_{1}^{\text {st- }}$ forming a loop symmetric with respect to the u-axis. Note also that Lemma 5.5 includes the case $q=0$, and Lemma 5.7 can be modified to include the case $q=0$. Moreover, because of the symmetry of the phase plane about the $u$-axis, this gives us the existence of orbits described in Lemmas 5.3 and 5.4 for the non-advective case, which agrees with the analysis of the steady state solutions in the non-advective case done in [11].

We are now ready to state our main results.
Theorem 5.9. Suppose $(Q, R) \in \Omega^{*}$. Let $u_{1}<u_{2}<u_{3}$ be the three positive zeros of $\phi(u)$.
(i) Suppose $0<q<\min \left(2, q_{c r}^{*}\right)$. Then there exist $v_{3}^{-}<v^{*}<v_{1}^{-}<0<v_{1}<v_{3}$ with the following properties:


Figure 5.5. Regions $E$ and $T_{m_{3}}^{3} \backslash E$ from the proof of Lemma 5.7 .
(1) $S_{1}^{s t+}$ connects $\left(0, v_{1}\right)$ with $\left(u_{1}, 0\right)$ (in the first quadrant);
(2) $S_{1}^{\text {unst- }}$ connects $\left(u_{1}, 0\right)$ with $\left(0, v_{1}^{-}\right)$(in the fourth quadrant);
(3) $S_{1}^{\text {unst }+}$ connects $\left(u_{1}, 0\right)$ with $\left(0, v^{*}\right)$, passing through the first and the fourth quadrants and crossing the $u$-axis at the point $\left(u^{*}(q), 0\right)$ where $u_{2}<u^{*}(q)<u_{3}$;
(4) $S_{3}^{s t+}$ connects $\left(0, v_{3}\right)$ with $\left(u_{3}, 0\right)$, passing above $S_{1}^{s t^{+}}$and $S_{1}^{\text {unst+ }}$ (in the first quadrant);
(5) $S_{3}^{\text {unst- }}$ connects $\left(u_{3}, 0\right)$ with $\left(0, v_{3}^{-}\right)$, passing below $S_{1}^{\text {unst }+}$ (in the fourth quadrant);
(6) for any $0<\mu<u_{1}$ there exists $l=l(\mu ; q)>0$ and a solution

$$
(u(-), v(-)):\left[-\frac{l}{2}, \frac{l}{2}\right] \rightarrow \mathbb{R}^{2}
$$

of 3.3. 3.4) such that $u(x)>0$ for all $x \in\left(-\frac{l}{2}, \frac{l}{2}\right), 0<v\left(-\frac{l}{2}\right)<v_{1}$ and $v_{1}^{-}<v\left(\frac{l}{2}\right)<0$, and $\left(u\left(x^{*}\right), v\left(x^{*}\right)\right)=(\mu, 0)$ for some $x^{*} \in\left(-\frac{l}{2}, \frac{l}{2}\right)$ (endemic orbits);
(7) for any $u^{*}(q)<\mu<u_{3}$ there exists $l=l(\mu ; q)>0$ and a solution

$$
(u(-), v(-)):\left[-\frac{l}{2}, \frac{l}{2}\right] \rightarrow \mathbb{R}^{2}
$$

of (3.3. 3.4) such that $u(x)>0$ for all $x \in\left(-\frac{l}{2}, \frac{l}{2}\right), v_{1}<v\left(-\frac{l}{2}\right)<v_{3}$ and $v_{3}^{-}<v\left(\frac{l}{2}\right)<v^{*}$, and $\left(u\left(x^{*}\right), v\left(x^{*}\right)\right)=(\mu, 0)$ for some $x^{*} \in\left(-\frac{l}{2}, \frac{l}{2}\right)$ (outbreak orbits);


Figure 5.6. Phase plane in the case when both endemic and outbreak orbits exist.
(8) there are no other positive solutions of 3.3. 3.4) for any $l>0$;
(9) endemic orbits provide monotone bijections between intervals $\left(0, v_{1}\right)$ and $\left(v_{1}^{-}, 0\right)$ of the $v$-axis via the interval $\left(0, u_{1}\right)$ of the $u$-axis;
(10) outbreak orbits provide monotone bijections between intervals $\left(v_{1}, v_{3}\right)$ and $\left(v_{3}^{-}, v^{*}\right)$ of the $v$-axis via the interval $\left(u^{*}(q), u_{3}\right)$ of the $u$-axis.
(ii) Suppose $q_{c r}^{*}<2$, and $q_{c r}^{*}<q<2$. Then there exist $v_{1}^{-}<0<v_{1}$ such that (i) $(1,2,6,8,9)$ hold. In this case, $S_{1}^{\text {unst+ }}$ lies entirely in the first quadrant and passes above the point $\left(u_{3}, 0\right)$, and the system does not admit outbreak orbits.
(iii) Suppose $q \geq 2$. Then 3.3, 3.4) has no positive solutions for any $l>0$ (no endemic or outbreak orbits).

Proof. Parts (i)(1-5) follow from Lemmas 5.3, 5.5, 5.6 and 5.7.
Parts (i)(6-10) follow by noticing the direction of the vector field of (3.3) on both $u$ and $v$-axes, and the fact that the stable and unstable manifolds form "trapping regions" in the $u v$-plane. See Figure 5.6 .

The proof of part (ii) is similar to that of part (i). See Figure 5.7.
Part (iii) is given by Proposition 5.1.

Remark 5.10. For $(Q, R)$ is Region III (that is, $\Omega \backslash \Omega^{*}$, see Figure 2.4), the function $\phi(u)$ still has three positive roots, and for $q \geq 0$, the unstable manifold $S_{1}^{u n s t+}$ remains in the first quadrant of the


Figure 5.7. Phase plane in the case (ii) of Theorem 5.9 (when only endemic orbits exist).


Figure 5.8. Phase plane when $(Q, R) \notin \Omega$ and $q<2$.
uv-plane. Thus, there are no outbreak orbits in this case. The equilibrium $\left(u_{1}, 0\right)$ remains a saddle point, and the phase portrait is similar to the one in Figure 5.7. Therefore, the same argument as the one used in the proof of Theorem 5.9 (ii) shows that for $q<2$, there are endemic orbits with maximal density given by values $0<\mu<u_{1}$. For $q \geq 2$, the conclusion of Theorem5.9(iii) holds as well.

When $(Q, R)$ is outside of $\Omega$ (that is, in Regions I, II, V or VI), the function $\phi(u)$ has only one positive zero, we will still denote it $u_{1}$, and we have $\phi(u)>0$ for $0<u<u_{1}$ and $\phi(u)<0$ for $u>u_{1}$. In the uv-plane, the point $\left(u_{1}, 0\right)$ is still a saddle point (for any $q \geq 0$ ). In this case, the situation is again completely analogous to Theorem 5.9(ii, iii). See Figure 5.8 for a typical orbit when $q<2$.
5.2. Habitat length vs. maximal density. Now that we have established conditions for existence of orbits representing positive solutions of 3.3, 3.4) for some $l>0$, we can focus on the function $l=l(\mu ; q)$
that provides the length of the habitat corresponding to such an orbit passing through the point $(\mu, 0)$ on the $u$-axis; we can refer to $l(\mu ; q)$ as the parametric length of the orbit. Recall, that the function $l(\mu ; q)$ is defined for $0 \leq q<2$ and $0<\mu<u_{1}$ or, in the case the conditions of Theorem 5.9(i) are satisfied (i.e. $(Q, R) \in \Omega^{*}$ and $\left.q<q_{c r}^{*}\right), u^{*}(q)<\mu<u_{3}$.

Recall from Section 2, that in the non-advective case, there is an explicit integral formula for $l(\mu ; 0)$ derived in [11], however, the first integral method does not apply in the advective case. We can compute $l(\mu ; q)$ as follows. Let $\left(u_{\mu}(x), v_{\mu}(x)\right)$ be the solution of the initial value problem consisiting of the system (3.3) and the condition $\left(u_{\mu}(0), v_{\mu}(0)\right)=(\mu, 0)$, defined on $\mathbb{R}$. Let $l^{+}(\mu ; q)$ be the smallest positive solution of $u_{\mu}(-x)=0$ (the parametric length of the upper part of the orbit) and $l^{-}(\mu ; q)$ be the smallest positive solution of $u_{\mu}(x)=0$ (the parametric length of the lower part of the orbit). Then $l(\mu ; q)=l^{+}(\mu ; q)+l^{-}(\mu ; q)$. Note that $\left(u_{\mu}(x), v_{\mu}(x)\right)$ is a continuous function of $x$ and $\mu$, and therefore, both $l^{+}(\mu ; q)$ and $l^{-}(\mu ; q)$ are continuous functions of $\mu$ (as solutions of $u_{\mu}(-x)=0$ and $\left.u_{\mu}(x)=0\right)$. Thus, $l(\mu ; q)$ is also a continuous function of $\mu$.

In the non-advective case, the behavior of $l(\mu ; 0)$ was described in [11], and is summarized in Section 2 according to the choice of $(Q, R)$ is one of the five regions of the $Q R$-plane (see Figure 2.4). As we increase $q$, we expect that the general shape of $l(\mu ; q)$ as a function of $\mu$ for $q>0$ will remain of the same four types outlined in Figure 2.5, but with some vertical and horizontal transformations and transitions from one type of shape to another. Of the main interest to us is the behavior of the critical domain lengths for the endemic and outbreak solutions, $l_{1}^{c}(q)$ and $l_{2}^{c}(q)$, respectively, as we vary $q$.

Recall that in all the cases, $l_{1}^{c}=\lim _{\mu \rightarrow 0} l(\mu ; 0)=\pi$. In the advective case, linearizing (3.1) at zero steady state, we can find

$$
l_{1}^{c}(q)=\lim _{\mu \rightarrow 0} l(\mu ; q)=\frac{2 \pi}{\sqrt{4-q^{2}}}
$$

Note that $l_{1}^{c}(q)$ increases with $q$ and

$$
\lim _{q \rightarrow 2} l_{1}^{c}(q)=\infty
$$

It has been shown in [11] that $l_{2}^{c}(0)>l_{1}^{c}(0)$. We conjecture that the same inequality holds for $0 \leq q<$ $\min \left(q_{c r}^{*}, 2\right)$, and moreover, $q_{c r}^{*}<2$.

In the next section, we will use numerics to investigate the effect of advection on the behavior of $l(\mu ; q)$ and the nature of steady state solutions.

## 6. Numerical simulations

In this section, we will use numerics to test our approximations of the critical advection $q_{c r}^{*}$ for existence of outbreak orbits. For different choices of $(Q, R) \in \Omega^{*}$, we obtain the values of $q_{c r}^{*}$ and its lower and upper estimates $\underline{q}$ and $\bar{q}$, respectively.

We will also explore the dependence of the habitat length $l(\mu ; q)$ on the maximal population density $\mu$ of a steady state solution for different value of advection speed $q$. We will perform these numerical simulations for $(Q, R)$ in Regions II, IV and V (see Figure 2.4).
6.1. Estimating critical advection. We test our lower and upper estimates for $q_{c r}^{*}$ as follows. To obtain the lower estimate $\underline{q}$, recall that $\underline{q}$ is the smallest positive root of the equation $G(q)=0$, where $G(q)=q-\frac{\int_{u_{1}}^{u_{3}} \phi(u) d u}{A(q)}$ and $A(q)$ is given by A.1. Recall that he upper estimate $\bar{q}$ is given by

$$
\bar{q}=\sqrt{\frac{\phi^{*}}{u_{2}-u_{1}}}
$$

where $\phi^{*}=\max _{u_{2} \leq u \leq u_{3}} \phi(u)$. Finally, we can approximate the actual value of $q_{c r}^{*}$ by using Euler's method to obtain the solution curve $v=v(u ; q)$ of the differential equation

$$
\frac{d v}{d u}=q-\frac{\phi(u)}{v}
$$

with the property

$$
\lim _{u \rightarrow u_{1}^{+}} v(u)=0
$$

which is the unstable manifold $S_{1}^{\text {unst+ }}$. Since we know that the slope of $S_{1}^{\text {unst+ }}$ at $\left(u_{1}, 0\right)$ is given by $m=\frac{q+\sqrt{q^{2}-4 \phi^{\prime}\left(u_{1}\right)}}{2}$ (see Lemma 3.1), we can use this information to perform the first step of the Euler's method to avoid division by zero. We determine whether $v(u ; q)$ intersects the $u$-axis (i.e. whether $\left.u^{*}(q)<\infty\right)$. Increasing the advection $q$ by small increments, we iterate until we reach the situation when $u^{*}(q)=\infty$ (the stopping criterion is when $v(u ; q)$ takes a value above the threshold $\left.M=\frac{1}{q} \max 0 \leq u \leq u_{3} \phi(u)\right)$.

The following table summarizes the numerical results for estimating critical advection. All values of $(Q, R)$ are chosen in Region IV $\left(\Omega^{*}\right)$.

| $Q$ | $R$ | $q$ | $q_{c r}^{*}$ | $\bar{q}$ |
| :---: | :---: | :---: | :---: | :---: |
| 6.5 | 0.6 | 0.22 | 0.325 | 0.5507 |
| 10 | 0.5556 | 0.48 | 0.705 | 1.6122 |
| 10 | 0.5128 | 0.3 | 0.455 | 0.7454 |
| 15 | 0.5128 | 0.53 | 0.855 | 1.6031 |
| 15 | 0.4 | 0.3 | 0.475 | 0.7687 |

Figures B.1-B.5 illustrate the lower and upper estimates for $q_{c r}^{*}$ for different choices of parameters. We observe that $q_{c r}^{*}<2$ for each choice of $(Q, R)$, and $\underline{q}<q_{c r}^{*}<\bar{q}$.
6.2. Dependence of habitat length on maximal density and advection. To investigate the effect of advection on the habitat length $l=l(\mu ; q)$ we choose $(Q, R)=(15,0.1)$ (Region II), $(Q, R)=$ $(15,0.5128)$ (Region IV or $\Omega^{*}$ ), and $(Q, R)=(15,0.7)$ (Region V). In each case we consider three values of $q: q=0,0.35,0.7$ for Region IV (recall that in this case $q_{c r}^{*}=0.855$ ) and $q=0,0.7,1.4$ for regions II and V. In each case, we observe that $l=l(\mu ; q)$ is monotonously increasing with respect to $q$. Moreover, we make the following observations in each of the three examples.

- $(Q, R)=(15,0.1)$ (Region II, see Figure B.6): As we increase $q$, the curve $l=l(\mu ; q)$ (in the ( $\mu, l$ )-plane) retains its monotonously increasing concave up shape, but moves upward. As a result, for a fixed $l>\pi$, we see that the maximal density $\mu$ of the unique positive steady state decreases, and for $q>2 \sqrt{1-\frac{\pi^{2}}{l^{2}}}$ only the the extinction steady state left.
- $(Q, R)=(15,0.5128)$ (Region IV, see Figure B.7): As we increase $q$, the left component of the curve $l=l(\mu ; q)$, defined for $0>\mu<u_{1}$, retains its monotonously increasing concave up shape, but moves upward. The right component of the curve $l=l(\mu ; q)$, defined for $u^{*}(q)<$ $\mu<u_{3}$, retains its concave up shape with two vertical asymptotes. The vertical asymptote $\mu=u^{*}(q)$ is moving to the right as we increase $q$ (thus reducing the domain of $l=l(-; q)$ ). The right component moves upward and is compressed horizontally. The minimal value $l_{2}^{c}(q)$ of $l=l(\mu ; q)$ on the interval $\left(u^{*}(q), u_{3}\right)$ is increasing accordingly. Note that for $q=q_{c r}^{*}=0.855$,
the two vertical asymptotes collapse into one, and the right component of the curve $l=l(\mu ; q)$ disappears.

As a result, for a fixed $l>\pi$ we see that the density of the endemic equilibrium is decreasing, and if $l>l_{2}^{c}(q)$, the density of the threshold steady state is increasing and the density of the outbreak state is decreasing. At some value of $q<q_{c r}^{*}$, the threshold and outbreak states are lost, and only endemic and extinction states are left. For $q>2 \sqrt{1-\frac{\pi^{2}}{l^{2}}}$ only the extinction steady state is left. In this example, $l_{2}^{c}(q)>l_{1}^{c}(q)$, as expected.

- $(Q, R)=(15,0.7)$ (Region V, see Figure B.8): We observe that for all values of $q$, the curve $l=l(\mu ; q)$ is defined for $0<\mu<u_{1}$ and has a vertical asymptote at $\mu=u_{1}$. As in the previous cases, it moves upward as we increase $q$. For smaller values of $q$ it still has two internal extrema: the local maximum value $l_{3}^{c}(q)$ and the local minimum $l_{2}^{c}(q)$. However, for larger values of $q$, $l(\mu ; q)$ becomes an increasing function of $\mu$, similar to the situation in Region VI.

As a result, for a fixed $\pi<l<l_{2}^{c}(0)$ we observe only an endemic state with its maximal density decreasing with $q$. For relatively small values of $l>l_{2}^{c}(0)$, we can have the following scenarios as we increase $q$ :
(1) outbreak (large density) only with decreasing maximal density;
(2) three states (endemic, threshold, outbreak) with endemic and outbreak maximal densities decreasing and threshold maximal density increasing;
(3) endemic (small density) only, with decreasing maximal density;
moreover, depending on $l$, the following transitions are possible as we increase $q:(2 \rightarrow 3)$, $(1 \rightarrow 2 \rightarrow 3)$ or $(1 \rightarrow 3)$. As before, for $q>2 \sqrt{1-\frac{\pi^{2}}{l^{2}}}$ only the extinction steady state is left.

## 7. Discussion

In this paper we have considered an advective version of the classical non-dimensional reactiondiffusion model for population dynamics of spruce budworm introduced in [11]. Biologically, the goal was to understand the possible effect of biased movement caused by prevailing winds on the spatial distribution and occurrence of SBW outbreaks. As in [11, we have used hostile boundary conditions; an appropriate setting could be that of an island or a peninsula (e.g. Newfoundland, Cape Breton, Anticosti) that experiences relatively strong prevailing winds and is known to have occasional SBW outbreaks, such as the 1970's outbreak on the island Newfoundland, as well as the current (2021) increase in SBW numbers observed on the island [14, 16]. Mathematically, we explored the new RDA setting where the reaction term

$$
\phi(u)=u-\frac{1}{Q} u^{2}-\frac{1}{R} \frac{u^{2}}{1+u^{2}}
$$

combines the logistic growth and the loss due to predation, and results in richer dynamics than in the logistic RDA setting and allows multiple steady states. Here $Q$ and $R$ are non-dimensional biological parameters: $Q$ represents the carrying capacity of the tree branches and $R$ characterizes the generalist predation impact (increasing $R$ leads to decrease in predation). The main focus of this study was on the effect that advection can have on outbreaks as opposed to the endemic states.

The original nonspatial spruce budworm model introduced in [12] focused on the case of three positive equilibria $0<u_{1}<u_{2}<u_{3}$ given by the zeros of the reaction term $\phi(u)$, where $u_{1}$ was the stable endemic equilibrium, $u_{2}$ was the unstable threshold, and $u_{3}$ was the stable outbreak equilibrium. We identify the endemic and outbreak solutions of the corresponding RDA model given by

$$
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}-q \frac{\partial u}{\partial x}+\phi(u)
$$

(where $q$ is the advection speed) with hostile boundary conditions as positive steady state solutions, where the maximal density of the endemic solution is bounded above by $u_{1}$, and the maximal density of the outbreak solution is bounded below by $u_{2}$.

As in [22] and [21], here we employed the geometric approach to the study of steady state solutions of the RDA model, by representing them as orbits in the phase plane a system of first order ODEs

$$
\left\{\begin{array}{l}
\frac{d u}{d x}=v \\
\frac{d v}{d x}=q v-\phi(u)
\end{array}\right.
$$

obtained by setting $\frac{\partial u}{\partial t}=0$ and letting $v=\frac{\partial u}{\partial x}$. The orbits that originate on the positive $v$-semiaxis and terminate at the negative $v$-semiaxis are viewed as steady state solutions of the original RDA equation subject to the hostile (Dirichlet) conditions on some finite domain $[0, l]$. If the orbit intersects the $u$-axis at the point $(\mu, 0)$, we can identify $\mu$ as the maximal density of the corresponding steady state. One can then distinguish endemic and outbreak steady state solutions by noticing that the former are represented by orbits with $0<\mu<u_{1}$ while the latter correspond to $u_{2}<\mu<u_{3}$.

The resulting system has four equilibria: $(0,0),\left(u_{1}, 0\right),\left(u_{2}, 0\right),\left(u_{3}, 0\right)$. In the non-advective case considered in [11, the phase portrait is symmetric about the $u$-axis, equilibria $(0,0)$ and $\left(u_{2}, 0\right)$ are centers, while $\left(u_{1}, 0\right)$ and $\left(u_{3}, 0\right)$ are saddle points. In this case, there is an explicit formula for habitat length $l(\mu)$ as a function of maximal density $\mu$.

Once we introduce advection, the phase plane portrait changes: it is no longer symmetric, and the two centres become unstable spirals for relatively small values of $q$, and become unstable nodes with the further increase of $q$. The other two equilibria remain saddle points. The first integral method that lead to the explicit formula for $l(\mu)$ in the non-advective case is no longer applicable for $q>0$.

The key element of our analysis was the fact that when the non-advective model admits an outbreak solution, the increase of advection forces the $u$-intercept $\left(u^{*}, 0\right)$ of the upper branch of the unstable manifold of $\left(u_{1}, 0\right)$ to move towards $\left(u_{3}, 0\right)$, and at a certain critical value of advection speed $q_{c r}^{*}$, we observe the appearance of a heteroclinic orbit connecting $\left(u_{1}, 0\right)$ and $\left(u_{3}, 0\right)$. As a consequence, outbreak orbits can only exist for $q<q_{c r}^{*}$, as they have to cross the $u$-axis between $u^{*}$ and $u_{3}$. After establishing the existence of this critical advection value for outbreaks, we obtained upper and lower bounds for $q_{c r}^{*}$, expressed in terms of the non-dimensional biological parameters $Q$ and $R$. We also observed that for $q \geq 2$, no positive steady states exist on any finite domain. Based on numerical evidence, we conjecture that $q_{c r}^{*}<2$ for any choice of the biological parameters $Q$ and $R$ for which $\phi(u)$ has three positive zeros and non-advective model admits an outbreak solution.

For $0 \leq q<\min \left(2, q_{c r}^{*}\right)$, we showed, using phase plane techniques such as trapping regions, that the RDA model has both endemic and outbreak steady state solutions for some finite domains, while for $q$ satisfying $\min \left(2, q_{c r}^{*}\right)<q<2$ (if any) only endemic solutions remain.

Our main objective in this paper was to establish and estimate the critical value of advection for existence of outbreak solutions on some finite domains. Further exploration of the advective model for spruce budworm will require an analysis of the behaviour of the habitat length $l(\mu ; q)$ as the function of both the maximal density $\mu$ and the advection speed $q$. In this paper, we made the first step in this direction by exploring $l(\mu ; q)$ numerically and making some observations regarding its behaviour. In particular, we observe that $l(\mu ; q)$ is increasing with respect to $q$ and the critical domain size for outbreak solutions is always greater than that of the endemic solution (the latter given by $l_{1}^{c}(q)=\frac{2 \pi}{\sqrt{4-q^{2}}}$ ).

Most of our analysis focused on the case when in the non-advective setting we have three positive steady states (endemic, threshold and outbreak). In that case, the numerics suggest that when we fix the habitat size and let the advection increase, the outbreak and threshold solutions always disappear first, followed by disappearance of the endemic state. This agrees well with our analytical results indicating
that increasing advection beyond $q_{c r}^{*}$ prevents existence of outbreak solutions on any finite domain while still admitting endemic (low denisity) states, provided $q_{c r}^{*}<2$.

We have also observed that in the case when the non-advective setting only allows an outbreak (high-density) solution, the increase of advection may lead to appearance of three states, replaced by a single endemic (low-density) state. Exploring this case analytically is an interesting direction for future research.

While our focus in this paper was on the model for SBW in a "windy island" habitat, there are many other advective settings where the reaction term that we considered would be appropriate. The same model can be applied to other defoliating insect species (e.g. gypsy moth), but more importantly, it is also applicable to logistically growing aquatic organisms subject to generalist predation. In this case, different boundary conditions may have to be imposed. A typical upstream boundary condition will be the zero flux condition which, in our non-dimensionized setting, can be visualized by the half line $v=q u$ in the first quadrant of the $u v$-plane. The typical downstream conditions considered in such models are either hostile $(u=0)$ or outflow $(v=0)$. In either case, we can still talk about outbreak orbits versus endemic orbits, but the situation with existence of outbreak orbits is more complicated: even if the unstable manifold of $\left(u_{1}, 0\right)$ stays in the first quadrant, there still might be orbits connecting the half line $v=q u$ and the half line $u=0$ or $v=0$ representing the downstream boundary condition. This setting will require further exploration and additional phase-plane analysis. Other settings that our analysis can be applicable to are the effect of shifting habitat boundaries due to climate change on population dynamics as in [17, 1] and sinking phytoplankton as in [7], if one assumes the presence of a generalist predator.
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## Appendix A. Proof of Proposition 4.6

Consider the line passing through $\left(u_{1}, 0\right)$ with the slope $m>0$. Thus, its equation is given by $v=m\left(u-u_{1}\right)$. In order to guarantee that the line is above the curve $S_{13}$ given by $v=v\left(u ; q_{c r}^{*}\right)$ for $u_{1} \leq u \leq u_{3}$, it suffices to require that the slope of the line is greater than the slope of the direction field of the differential equation at every point on the line for $u_{1} \leq u \leq u_{3}$, i.e.

$$
m \geq\left.\frac{d v}{d u}\right|_{v=m\left(u-u_{1}\right)}=\left.\left(q_{c r}^{*}-\frac{\phi(u)}{v}\right)\right|_{v=m\left(u-u_{1}\right)}=q_{c r}^{*}-\frac{\phi(u)}{m\left(u-u_{1}\right)}
$$

for every $u_{1} \leq u \leq u_{3}$.
Note that by Lemma 3.1. the slope of the tangent line to $v=v\left(u ; q_{c r}^{*}\right)$ at $u=u_{1}$ is given by $m_{1}=\frac{q_{c r}^{*}+\sqrt{\left(q_{c r}^{*}\right)^{2}-4 \phi^{\prime}\left(u_{1}\right)}}{2}$. Clearly, we must have $m \geq m_{1}$. Recall that $\phi(u) \geq 0$ for $u_{2} \leq u \leq u_{3}$. Thus, since $m_{1}>q_{c r}^{*}$, for any $u_{2} \leq u<u_{3}$ and any $m \geq m_{1}$, we have $m \geq q_{c r}^{*} \geq q_{c r}^{*}-\frac{\phi(u)}{m\left(u-u_{1}\right)}$. It remains to consider the case when $u_{1}<u<u_{2}$.

By the Mean Value Theorem, for any $u_{1}<u<u_{2}$ there exists $u_{1}<\tilde{u}<u$ such that $\phi(u)=$ $\phi(u)-\phi\left(u_{1}\right)=\phi^{\prime}(\tilde{u})\left(u-u_{1}\right)$. Thus, we need

$$
q-\frac{1}{m} \phi^{\prime}(\tilde{u}) \leq m
$$

for all $u_{1}<u<u_{2}$.
Recall that $u_{\text {min }} \in\left[u_{1}, u_{2}\right]$ is such that $\phi^{\prime}\left(u_{\text {min }}\right)$ is the minimal value of $\phi^{\prime}$ on $\left[u_{1}, u_{2}\right]$. Then for any $u_{1}<\tilde{u}<u_{2}$ and $m>0$ we have

$$
q-\frac{1}{m} \phi^{\prime}(\tilde{u}) \leq q_{c r}^{*}-\frac{1}{m} \phi^{\prime}\left(u_{\min }\right) .
$$

Thus, it suffices to choose the smallest $m>0$ such that $q_{c r}^{*}-\frac{1}{m} \phi^{\prime}\left(u_{m i n}\right) \leq m$. Such $m$ is given by

$$
m=\frac{q_{c r}^{*}+\sqrt{\left(q_{c r}^{*}\right)^{2}-4 \phi^{\prime}\left(u_{m i n}\right)}}{2}
$$

Note that $m \geq m_{1}$ (and $m=m_{1}$ if $\left.u_{\text {min }}=u_{1}\right)$.
Therefore, the line

$$
v=\frac{q_{c r}^{*}+\sqrt{\left(q_{c r}^{*}\right)^{2}-4 \phi^{\prime}\left(u_{\min }\right)}}{2}\left(u-u_{1}\right)
$$

lies above the curve $S_{13}$.
We will now follow similar argument to construct another side of a triangular "trapping region" for $S_{13}$ with the base given by the segment $\left[u_{1}, u_{3}\right]$ of the $u$-axis. Namely, we are looking for a line $v=k\left(u-u_{3}\right)$ that stays above $S_{13}$. Similar to the previous case, it suffices to ensure that the slope of the line is less than the slope of the direction field of the differential equation (3.5) at every point on the line where $u_{1} \leq u \leq u_{3}$, i.e.

$$
k \leq\left.\frac{d v}{d u}\right|_{v=k\left(u-u_{3}\right)}=\left.\left(q_{c r}^{*}-\frac{\phi(u)}{v}\right)\right|_{v=k\left(u-u_{3}\right)}=q_{c r}^{*}-\frac{\phi(u)}{k\left(u-u_{3}\right)}
$$

for all $u_{1} \leq u \leq u_{3}$.
Note that by Lemma 3.1, the slope of the tangent line to $v=v(u)$ at $u=u_{3}$ is given by $m_{3}=$ $\frac{q_{c r}^{*}-\sqrt{\left(q_{c r}^{*}\right)^{2}-4 \phi^{\prime}\left(u_{3}\right)}}{2}$. Note that we need $k \leq m_{3}$. Recall that $\phi(u) \leq 0$ for $u_{1} \leq u \leq u_{2}$. Also note that $m_{3}<0$ and $u-u_{3}<0$. Thus, for any $u_{1} \leq u \leq u_{2}$ and any $k \leq m_{3}$, we have $k \leq 0 \leq q-\frac{\phi(u)}{k\left(u-u_{3}\right)}$. It remains to consider the case when $u_{2}<u<u_{3}$.

By the Mean Value Theorem, for any $u_{2}<u<u_{3}$ there exists $u<\tilde{u}<u_{3}$ such that $\phi(u)=$ $\phi(u)-\phi\left(u_{3}\right)=\phi^{\prime}(\tilde{u})\left(u-u_{3}\right)$. Thus, we need

$$
q-\frac{1}{k} \phi^{\prime}(\tilde{u}) \geq k
$$

for all $u_{2}<u<u_{3}$.
By Lemma 2.1, $\phi(\cdot)$ has only two positive inflection points: $0<\hat{u}_{1}<\hat{u}_{2}$. Clearly, $\hat{u}_{1}<u_{2}$ and $\phi^{\prime}\left(\hat{u}_{2}\right)>0$. Therefore, the mimimum of $\phi^{\prime}(u)$ on $\left[u_{2}, u_{3}\right]$ occurs at $u=u_{3}$. Then for any $u_{2}<\tilde{u}<u_{3}$ and $k<0$ we have

$$
q-\frac{1}{k} \phi^{\prime}(\tilde{u}) \geq q_{c r}^{*}-\frac{1}{k} \phi^{\prime}\left(u_{3}\right)
$$

Thus, it suffices to choose the largest $k<0$ such that

$$
q_{c r}^{*}-\frac{1}{k} \phi^{\prime}\left(u_{3}\right) \geq k
$$

Such $k$ is given by

$$
k=\frac{q_{c r}^{*}-\sqrt{\left(q_{c r}^{*}\right)^{2}-4 \phi^{\prime}\left(u_{3}\right)}}{2}=m_{3}
$$

Therefore, the line $v=\frac{q_{c r}^{*}+\sqrt{\left(q_{c r}^{*}\right)^{2}-4 \phi^{\prime}\left(u_{3}\right)}}{2}\left(u-u_{3}\right)$ lies above the curve $S_{13}$ (given by $v=v(u), u_{1} \leq u \leq$ $\left.u_{3}\right)$. Hence, we have constructed a triangular "trapping region" for the curve $S_{13}$ with the base given by the segment connecting $\left(u_{1}, 0\right)$ and $\left(u_{3}, 0\right)$ and the sides given by $v=m\left(u-u_{1}\right)$ and $v=m_{3}\left(u-u_{3}\right)$ (the latter is the tangent line to $S_{13}$ at $\left(u_{3}, 0\right)$ ). Note that if $S_{13}$ is concave down (which seems to be the case according to the plots), or if $\hat{u}_{1}<u_{1}$ (e.g., if $u_{1} \geq 1$ ), $m$ is the slope of the tangent line to $S_{13}$ at $\left(u_{1}, 0\right)$ as well.

Let $\theta_{1}=\arctan m_{1}$ and $\theta_{2}=\arctan m_{3}$. Then we have

$$
\tan \theta_{1}=m_{1}=\frac{q_{c r}^{*}+\sqrt{q_{c r}^{* 2}-4 \phi^{\prime}\left(u_{\min }\right)}}{2}
$$



Figure A.1. Estimating $\int_{u_{1}}^{u_{3}} v(u) d u$ using a triangular trapping region.
and

$$
\tan \theta_{2}=m_{3}=\frac{-q_{c r}^{*}+\sqrt{q_{c r}^{*}{ }^{2}-4 \phi^{\prime}\left(u_{3}\right)}}{2}
$$

Thus, the area of the triangular region, is given by

$$
A=\frac{1}{2}\left(b_{1}+b_{2}\right) h=\frac{1}{2}\left(u_{3}-u_{1}\right) h .
$$

To find $h$, we note that $h=b_{1} \tan \theta_{1}=b_{2} \tan \theta_{2}=\left(u_{3}-u_{1}-b_{1}\right) \tan \theta_{2}$. Solving for $b_{1}$, we get

$$
b_{1}=\frac{\left(u_{3}-u_{1}\right) \tan \theta_{2}}{\tan \theta_{1}+\tan \theta_{2}}
$$

and, therefore,

$$
h=\frac{\left(u_{3}-u_{1}\right) \tan \theta_{1} \tan \theta_{2}}{\tan \theta_{1}+\tan \theta_{2}}
$$

Hence,

$$
A=\frac{1}{2} \cdot \frac{\left(u_{3}-u_{1}\right)^{2} \tan \theta_{1} \tan \theta_{2}}{\tan \theta_{1}+\tan \theta_{2}}=A\left(q_{c r}^{*}\right)
$$

where

$$
\begin{equation*}
A(q)=\frac{\left(\sqrt{q^{2}-4 \phi^{\prime}\left(u_{\min }\right)}+q\right)\left(\sqrt{q^{2}-4 \phi^{\prime}\left(u_{3}\right)}-q\right)\left(u_{3}-u_{1}\right)^{2}}{4\left(\sqrt{q^{2}-4 \phi^{\prime}\left(u_{\min }\right)}+\sqrt{q^{2}-4 \phi^{\prime}\left(u_{3}\right)}\right)} \tag{A.1}
\end{equation*}
$$

is viewed as a function of $q \geq 0$.
By the construction of the triangular region, we conclude that

$$
\int_{u_{1}}^{u_{3}} v\left(u ; q_{c r}^{*}\right) d u<A\left(q_{c r}^{*}\right)
$$

Appendix B. Figures for Section 6


Figure B.1. Biological parameter values: $Q=6.5, R=0.6$. Left: the graph of $G(q)$ with the values $\underline{q}=0.22$ (circle), $q_{c r}^{*}=0.325$ (star) and $\bar{q}=0.5507$ (square). Right: orbits $S_{1}^{\text {unstt }}$ for $q \geq \underline{q}$ with increments of $\Delta q=0.01$. Roots $u_{0}=0<u_{1}<u_{2}<u_{3}$ of $\phi(u)$ are marked with stars.


Figure B.2. Biological parameter values: $Q=10, R=0.5556$. Left: the graph of $G(q)$ with the values $\underline{q}=0.48$ (circle), $q_{c r}^{*}=0.705$ (star) and $\bar{q}=1.6122$ (square). Right: orbits $S_{1}^{\text {unst+ }}$ for $q \geq q$ with increments of $\Delta q=0.01$. Roots $u_{0}=0<u_{1}<u_{2}<u_{3}$ of $\phi(u)$ are marked with stars.



Figure B.3. Biological parameter values: $Q=10, R=0.5128$. Left: the graph of $G(q)$ with the values $\underline{q}=0.3$ (circle), $q_{c r}^{*}=0.455$ (star) and $\bar{q}=0.7454$ (square). Right: orbits $S_{1}^{\text {unst }}$ for $q \geq \underline{q}$ with increments of $\Delta q=0.01$. Roots $u_{0}=0<u_{1}<u_{2}<u_{3}$ of $\phi(u)$ are marked with stars.


Figure B.4. Biological parameter values: $Q=15, R=0.5128$. Left: the graph of $G(q)$ with the values $\underline{q}=0.53$ (circle), $q_{c r}^{*}=0.855$ (star) and $\bar{q}=1.6031$ (square). Right: orbits $S_{1}^{\text {unst }}$ for $q \geq \underline{q}$ with increments of $\Delta q=0.05$. Roots $u_{0}=0<u_{1}<u_{2}<u_{3}$ of $\phi(u)$ are marked with stars.



Figure B.5. Biological parameter values: $Q=15, R=0.4$. Left: the graph of $G(q)$ with the values $\underline{q}=0.3$ (circle), $q_{c r}^{*}=0.475$ (star) and $\bar{q}=0.7687$ (square). Right: orbits $S_{1}^{\text {unstt }}$ for $q \geq \underline{q}$ with increments of $\Delta q=0.05$. Roots $u_{0}=0<u_{1}<u_{2}<u_{3}$ of $\phi(u)$ are marked with stars.


Figure B.6. Habitat length $l$ vs. maximal density $\mu$ for $Q=15, R=0.1$ and $q=0,0.7,1.4$.


Figure B.7. Habitat length $l$ vs. maximal density $\mu$ for $Q=15, R=0.5128$ and $q=0,0.35,0.7$. The positive zeros $u_{1}<u_{2}<u_{3}$ of $\phi(u)$ are marked by stars.


Figure B.8. Habitat length $l$ vs. maximal density $\mu$ for $Q=15, R=0.7$ and $q=0,0.7,1.4$.
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