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DYNAMICAL STUDY OF THE THETA-LOGISTIC PREDATOR-PREY MODEL

INCORPORATING GREGARIOUS BEHAVIOR OF PREY

P. K. SANTRA AND G. S. MAHAPATRA

Abstract. Relation between species and their livelihood environment in ecological systems is very

complex. For that reason, in order to study predator-prey relations, modeling is essential in biomath-

ematics. The vital components of predator-prey models are the growth function of the prey species

in the absence of a predator and the functional response. In this article, we proposed a predator-prey

model with gregarious prey. In the existing literature, the square-root functional response incorporates

the gregarious behavior of prey. This study considers the generalized square root functional response

and theta-logistic growth of prey in the absence of a predator. The effect of functional response pa-

rameters on stability, limit cycle, and Hopf bifurcation on the proposed model has been discussed.

Numerical analysis is performed on the basis of some hypothetical parameter values to analyze the

model numerically.

1. Introduction

Theoretical ecology is developed on the basis of the principle of mass action, in which uncoordinated

populations of prey and predators move in a random and well-mixed fashion across a featureless envi-

ronment. The conceptual core of the theory is the functional response. For this reason, the selection

of the functional response is important in building a practical model. The useful functional responses

are Holling type ([24], [2], [20], [18], [23], [32] ), Monod-Haldane, Beddington-DeAngelis, Hassell-Varley,

ratio-dependent, square root, Crowley-Martin, etc. Holling type I functional response [5] is a linear

relationship between the density of the prey and the maximum number of prey killed, while in Holling

type II ([24], [8]) the proportion of prey consumed decreases monotonically with the density of the

prey. Holling type III ([17], [18], [39]) is described by a sigmoid relation in which the proportion of prey

consumed is positively density dependent over some regions of prey density. Monod–Haldane ([19], [9])

functional response involves prey group defense theory. Crowley-Martin functional response ([14], [36],

[33]) depends on both the predator and the prey. It takes into account the interaction between preda-

tors and is similar to the classical Beddington-DeAngelis functional response. Beddington-DeAngelis

([22], [35], [26], [13]) is similar to Holling type II, which contained an additional term that describes

mutual interference by predators. Hassell and Varley functional response [37] depends on the density of

the predators differently, where the predators form groups. In our existing literature, we also observe

the study of monotonic and non-monotonic functional response ([11], [16]), sigmoid functional response

[29], Ivlev-type functional response [38], ratio-dependent functional response ([34], [30]). In the square

root functional response ([25], [27], [7], [4], [6], [31], [12], [1], [40], [28]), the predator interacts with

prey along the outer corridor of the prey herd. In this paper, we generalize the square-root functional

response as xb where 0 < b ≤ 1.
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Although the logistic model includes more population growth factors, the basic logistic model is still

insufficient. As a large population size continues to grow, the individual growth rate should slow down,

and this finding is missing in the classical model. To better fit the data and address the limitations of

the classic logistic model, Gilpin and Ayala ([10], [15]) presented a new version of the logistic model

called the theta-logistic model by adding a term to the classic logistic model. Astrom ([3]) studied

the paradox of biological control using theta-logistic model with Holling II functional response. The

linear density dependence held by the classical logistic model can be altered to curvilinear. It provides

the additional generality and flexibility to explain the impact of the change in individual growth rate

parameter r for population density x. In our study, we consider this theta-logistic growth for prey in

the absence of predator. The positivity and boundedness of the model are explored along with the local

stability analysis at equilibrium points. The limit cycle and global stability are discussed, and Hopf

bifurcation is studied. The effects of parameters b and θ in the dynamics of the system are explored.

On the basis of some hypothetical numerical values of parameters of the model, we study the model

numerically, and finally, the results of the study sum up in conclusion.

2. Formulation of a theta-logistic predator-prey model

In this section, we propose a predator-prey model that depends on some suitable biological assump-

tions. The assumptions for formulating the proposed prey-predator model are (i) in the absence of

predators, the prey grows theta-logistically
[
rx(1− (xk )θ)

]
, (ii) in the absence of prey, the predators die

exponentially, (iii) the prey form group incorporates this gregarious behavior of prey in a better way,

and (iv) the generalized square root functional response as to xb where 0 < b ≤ 1. The effect of θ on

theta-logistic growth is shown in Figure 1. The effect of b on the generalized square root functional

response is shown in Figure 2.

Table 1: Description of non-negative system parameters

Parameters Ecological description

r Intrinsic/natural growth rate of prey

k Environmental carrying capacity for prey

θ Dimensionless parameter

α Maximal prey consumption rate of predator

β Conversion coefficient of food biomass to predator

b The exponent of the functional response

d The mortality rate of predator

The proposed model depending on these assumptions is given by:
dx

dt
= rx(1− (

x

k
)θ)− αxby,

dy

dt
= βxby − dy,

(2.1)

with initial conditions

x (t) ≥ 0, y (t) ≥ 0. (2.2)

Here x, y denote the density of the prey and predator population, respectively, at the time t.

3. Mathematical approaches for dynamics of the model

3.1. Positivity.

Theorem 3.1. Every solution of system (2.1) with initial conditions (2.2) exists in the interval [0,∞)

and x (t) ≥ 0, y (t) ≥ 0 for all t ≥ 0.
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Figure 1. Left: graphical representation of the theta-logistic growth function for θ.

Right: surface plot where r = 0.6, k = 1.
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Figure 2. (I) Graphical representation of functional responses for b. (II) Surface plot.

Proof. Since the right-hand side of the system is entirely continuous and locally Lipschitzian on C, the

solution (x(t), y(t)) of (2.1) with initial conditions (2.2) exists and is unique on [0, ξ) where 0 < ξ ≤ +∞.

From the system (2.1) with initial conditions (2.2), we have

x (t) = x (0) exp

 t∫
0

{
r(1− (x(s)k )θ)− α(x(s))(b−1)y(s)

}
ds

 ≥ 0,

y (t) = y (0) exp

 t∫
0

{
β(x(s))b − d

}
ds

 ≥ 0,

which completes the proof. �

3.2. Boundedness.

Theorem 3.2. All solutions of the system (2.1) are uniformly bounded.

Proof. Let (x(t), y(t)) be any solution of system (2.2). Since

dx

dt
≤ rx

(
1− (

x

k
)θ
)
,
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we have lim
t→∞

supx(t) ≤ k. Let w = x+ α
β y, then

dw

dt
=
dx

dt
+
α

β

dy

dt
= rx(1− (

x

k
)θ)− αd

β
y ≤ 2rk − ρw, where ρ = min {r, d} .

Therefore
dw

dt
+ ρw ≤ 2rk.

Applying differential inequalities, we obtain

0 ≤ w (x, y) ≤ 2rk

ρ
+ w (x(0), y(0)) exp (−ρt) .

Letting t→∞ in the above leads to 0 ≤ w (x, y) ≤ 2rk/ρ. Thus, all solutions of (2.1) enter the region

B =

{
(x, y) : 0 ≤ w (x, y) ≤ 2rk

ρ
+ ε, for any ε > 0

}
.

�

3.3. Equilibria. The proposed system (2.1) has three potential non-negative equilibria, to be specific:

(i) Trivial equilibrium point P0(0, 0).

(ii) Predator free equilibrium point P1(k, 0).

(iii) Coexistence equilibrium point P2 (x∗, y∗), where

x∗ =

(
d

β

) 1
b

> 0, and y∗ =
r

α

(
d

β

) 1−b
b

[
1− 1

kθ

(
d

β

) θ
b

]
.

Thus, the critical coexistence point P2 (x∗, y∗) exist if kb > d
β . Therefore P2 (x∗, y∗) is positive if kb > d

β

and negative if kb < d
β . When kb = d

β then P2 bifurcates into P1. Our primary interest is coexistence

equilibrium point P2 (x∗, y∗) when kb > d
β .

3.4. Local stability analysis. We want to explore the local stability analysis of our proposed model

system (2.1) by obtaining the eigenvalue of the community matrix corresponding to respective equilib-

rium points.

The Community matrix is given by

J (x, y) =

[
r − r(θ+1)xθ

kθ
− αbx(b−1)y −αxb

βbx(b−1)y βxb − d

]
.

Theorem 3.3. The system (2.1) in the neighborhood of the predator-free critical point P1(k, 0) is locally

asymptotically stable if kb < d
β and unstable if kb > d

β .

Proof. At P1(k, 0), the Jacobian matrix of the model is

J (P1(k, 0)) =

[
−rθ −αkb

0 βkb − d

]
.

Eigenvalues of the Jacobian matrix are −rθ and βkb − d. Therefore, the condition of existence of

negative eigenvalues is kb < d
β . �

Theorem 3.4. The model (2.1) in the neighbourhood of the interior critical point P2 (x∗, y∗) is locally

asymptotically stable if

1

kθ

(
d

β

) θ
b

>
1− b

1− b+ θ
; (3.1)

and unstable if (3.1) is reversed.
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Proof. At P2 (x∗, y∗) Jacobian matrix of the model system 2.1 is

J (P2 (x∗, y∗)) =


r(1− b)− r(1− b+ θ) 1

kθ

(
d
β

) θ
b −αdβ

brβ
α

[
1− 1

kθ

(
d
β

) θ
b

]
0

 .
Hence

det J = bdr

[
1− 1

kθ

(
d

β

) θ
b

]
> 0

since kb > d/β and

trJ = r(1− b)− r(1− b+ θ)
1

kθ

(
d

β

) θ
b

.

The characteristic equation of J at P2 is

λ2 − λ

[
r(1− b)− r(1− b+ θ)

1

kθ

(
d

β

) θ
b

]
+ bdr

[
1− 1

kθ

(
d

β

) θ
b

]
= 0.

Therefore, the roots of the characteristic equation of J (P2 (x∗, y∗)) has negative real part if and only if

trJ < 0, which is equivalent to (3.1). This proof is completed. �

3.5. Existence of limit cycles. In predator-prey systems existence and stability of a limit cycle is

related to the existence and stability of a positive equilibrium. If the equilibrium is asymptotically

stable, there may exist limit cycles, the innermost of which must be unstable from the inside and the

outermost of which must be stable from the outside. If the limit cycles do not exist in this case, the

equilibrium is globally asymptotically stable. If the positive equilibrium exists and is unstable, there

must occur at least one limit cycle. Kuang and Freedman [21] presented the following result on the

uniqueness of limit cycles for the system:
dx

dt
= xg(x)− yp(x), x(0) ≥ 0,

dy

dt
= y[−γ + q(x)], y(0) ≥ 0

(3.2)

where γ > 0 and all the functions are sufficiently smooth on [0,∞) and satisfy p(0) = q(0) = 0 and
dp
dx > 0, dq

dx > 0 for x > 0.

Theorem 3.5. If there exist constants x∗ and m with 0 < x∗ < m; such that q(x∗) = γ and (x −
m)g(x) < 0 for x 6= m;[

d

dx

(
xg(x)

p(x)

)]
x=x∗

> 0, and
d

dx

xg′(x) + g(x)− xg(x)p
′
(x)

p(x)

−γ + q(x)

 ≤ 0 for x 6= x∗.

Then the system (3.2) has exactly one limit cycle which is globally asymptotically stable for the set

{(x, y)|x > 0, y > 0}\{E∗ (x∗, y∗)}.

Using the above result, we get the following result of our proposed model system (2.1).

Theorem 3.6. The proposed system (2.1) has a unique limit cycle if θ > b

1

kθ

(
d

β

) θ
b

<
1− b

1− b+ θ
. (3.3)



THETA-LOGISTIC PREDATOR-PREY MODEL 105

Proof. In order to apply the results in Theorem 3.5 to (2.1), we let p(x) = αxb, q(x) = βxb, γ = d and

g(x) = r

(
1−

(x
k

)θ)
.

Denote x∗ = (d/β)
1/b

and m = k. It is clear that p(x) and q(x) satisfy all assumptions in Theorem 3.5.

Now [
d

dx

(
xg(x)

p(x)

)]
x=x∗

=

[
d

dx

(
rx
(
kθ − xθ

)
αkθxb

)]
x=x∗

=
1− b

1− b+ θ
− 1

kθ

(
d

β

) θ
b

Therefore [
d

dx

(
xg(x)

p(x)

)]
x=x∗

> 0 if (3.3) holds.

Also note that

xg
′
(x) + g(x)− xg(x)

p
′
(x)

p(x)
= r

[
(1− b)− (1− b+ θ)

(x
k

)θ]
and − γ + q(x) = −d+ βxb

and

d

dx

xg′(x) + g(x)− xg(x)p
′
(x)

p(x)

−γ + q(x)

 =
d

dx

[
r
[
(1− b)kθ − (1− b+ θ)xθ

]
kθ(−d+ βxb)

]

=
(1− b+ θ)rbβxb−1

(−d+ βxb)2

[
xθ−b{θd+ β(b− θ)xb}

bβkθ
− 1− b

1− b+ θ

]
Since maximum value of function

max
xθ−b{θd+ β(b− θ)xb}

bβkθ
=

1

kθ

(
d

β

) θ
b

provided that θ > b. Therefore

d

dx

xg
′
(x) + g(x)− xg(x)p

′
(x)

p(x)

−γ + q(x)

 ≤ 0 if
1

kθ

(
d

β

) θ
b

≤ 1− b
1− b+ θ

.

Hence, by Theorem 3.5, the system (2.1) has exactly one limit cycle, which is globally asymptotically

stable if θ > b and (3.3) holds, completing the proof. �

4. Hopf bifurcation

Hopf-bifurcation is defined as the appearance or disappearance of a periodic orbit through a local

change in the stability properties of an equilibrium point. Here we explore the possibility of occurrence

of Hopf-bifurcation around the interior equilibrium point P2 (x∗, y∗) for bifurcating parameter θ.

Theorem 4.1. The necessary and sufficient conditions for the system (2.1) to undergo Hopf-bifurcation

at θ = θh around the interior equilibrium point P2 (x∗, y∗) are that det J (x∗(θ), y∗(θ)) > 0 and

d(trJ (x∗(θ), y∗(θ)))

dθ
6= 0 at θ = θh.

Proof. Consider the community matrix evaluated at P2 (x∗, y∗). For Hopf-bifurcation, the matrix

J (P2 (x∗, y∗)) must have a pair of purely imaginary eigenvalues. At a critical value θ = θh,

trJ (x∗(θ), y∗(θ)) = r(1− b)− r(1− b+ θ)
1

kθ

(
d

β

) θ
b

= 0.
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Here θh is the positive solution of the equation

r(1− b)− r(1− b+ θ)
1

kθ

(
d

β

) θ
b

= 0.

So the characteristic equation of the community matrix becomes

λ2 + det J (x∗(θ), y∗(θ)) = 0.

The above equation must have a pair of purely imaginary roots λ1,2 = ±iρ where

ρ =
√

det J (x∗(θ), y∗(θ))

if det J (x∗(θ), y∗(θ)) > 0 at θ = θh. Now we check the transversality condition which confirms that

the eigenvalues cross the imaginary axis of the complex plane with non-zero speed. For this, let at any

neighboring point θ of θh, the eigenvalues of the community matrix are λ1,2 = χ(θ)± iρ(θ) where

χ(θ) =
trJ (x∗(θ), y∗(θ))

2

and

ρ(θ) =

√
4 detJ (x∗(θ), y∗(θ))− (trJ (x∗(θ), y∗(θ)))2

2
.

Now,
dχ(θ)

dθ
=
d(trJ (x∗(θ), y∗(θ)))

dθ
.

Thus, the transversality condition satisfied if

d(trJ (x∗(θ), y∗(θ)))

dθ
6= 0

at θ = θh. Therefore, the system (2.1) undergoes Hopf-bifurcation at θ = θh. �

5. Impact of b and θ in the system dynamics

Here, θ is a dimensionless parameter influencing the curvature of the relationship between the ex-

ponential rate of growth and prey population density. b is the slope of the linear regression of ln(prey

group density) versus ln(prey density, x). Our interest in this section is to study the effect of these two

parameters in this system separately and jointly.

5.1. Impact of b in the system. To check the influence of b, let differentiate x∗, y∗ with respect to

b, we acquire

dx∗

db
= − 1

b2

(
d

β

) 1
b

log

(
d

β

)
=

{
< 0 if d > β,

> 0 if d < β;

dy∗

db
= − 1

b2
r

α

(
d

β

) 1−b
b

log

(
d

β

)[
1− 1

kθ

(
d

β

) θ
b
(

1 + θ log

(
d

β

))]
.

Now,

dy∗

db
> 0 for

1

kθ

(
d

β

) θ
b

>

(
1 + θ log

(
d

β

))−1
and d < β;

dy∗

db
< 0 for

1

kθ

(
d

β

) θ
b

<

(
1 + θ log

(
d

β

))−1
and d < β;

dy∗

db
> 0 for

1

kθ

(
d

β

) θ
b

<

(
1 + θ log

(
d

β

))−1
and d > β;
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dy∗

db
< 0 for

1

kθ

(
d

β

) θ
b

>

(
1 + θ log

(
d

β

))−1
and d > β.

Therefore, the parameter (b) has a significant effect on both population densities. The density of prey

and predator population increases or decreases under some parametric restrictions.

5.2. Impact of θ in the system. To check the influence of θ, let differentiate x∗, y∗ with respect to

θ, we acquire
dx∗

dθ = 0, since x∗ is independent of θ; and

dy∗

dθ
=
r

α

(
d

β

) 1+θ−b
b 1

kθ

[
log k − 1

b
log

(
d

β

)]
.

Therefore,

dy∗

dθ
> 0 , for k >

(
d

β

) 1
b

; and
dy∗

dθ
< 0 for k <

(
d

β

) 1
b

.

Therefore, it is obvious that there is no role of θ to control the density of prey species while predator

density decreases with the increase of θ for k < (d/β)
1/b

and predator density increases with the increase

of θ for k > (d/β)
1/b

.

5.3. Joint impact of b and θ in the system. To explore the joint impact of these parameters, we

have computed the following expression

d

dθ

(
dx∗

db

)
= 0;

d

dθ

(
dy∗

db

)
=

d

dθ

[
− 1

b2
r

α

(
d

β

) 1−b
b

log

(
d

β

)[
1−

(
1

kθ

)(
d

β

) θ
b
(

1 + θ log

(
d

β

))]]

=
1

b2
r

α

1

kθ

(
d

β

) 1+θ−b
b

log

(
d

β

)[(
1

b
log

(
d

β

)
− log k

)(
1 + θ log

(
d

β

))
+ log

(
d

β

)]
.

Thus,

d

dθ

(
dy∗

db

)
> 0 for

[(
1

b
log

(
d

β

)
− log k

)(
1 + θ log

(
d

β

))
+ log

(
d

β

)]
> 0 and d > β;

d

dθ

(
dy∗

db

)
< 0 for

[(
1

b
log

(
d

β

)
− log k

)(
1 + θ log

(
d

β

))
+ log

(
d

β

)]
< 0 and d > β;

d

dθ

(
dy∗

db

)
> 0 for

[(
1

b
log

(
d

β

)
− log k

)(
1 + θ log

(
d

β

))
+ log

(
d

β

)]
< 0 and d < β,

and

d

dθ

(
dy∗

db

)
< 0 for

[(
1

b
log

(
d

β

)
− log k

)(
1 + θ log

(
d

β

))
+ log

(
d

β

)]
> 0 and d < β.

Therefore, θ and b cannot make any impact on the prey population density while the density of the

predator population increases under a parametric restriction.
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6. Numerical simulation

In this section, we analyze the propose predator-prey system numerically base on some hypothetical

data as given in Table 2. The equilibrium points with their stability analysis and bifurcation analysis for

the vital parameters have been discussed of the proposed system using these values of the parameters

in this section.

Table 2: Parameter values used for simulations of the system

Case r k θ α β b d Figure

1 0.6 0.95 0.8 0.8 0.75 0.5 0.4 3, 10, 11, 12

2 0.6 0.95 0.8 0.8 0.75 0.55 0.4 4

3 0.6 0.95 0.9 0.8 0.75 0.5 0.4 5

4 0.6 0.95 0.6 0.8 0.75 0.5 0.4 6

5 0.6 0.95 0.8 0.8
0.5

0.7
0.5

0.6

0.5

7(i)

7(ii)

6 0.6 0.95 [0.4, 1.0] 0.8 0.75 0.5 0.4 8

7 0.6 0.95 0.8 0.8 0.75 [0.5, 0.6] 0.4 9

For r = 0.6, k = 0.95, θ = 0.8, α = 0.8, β = 0.75, b = 0.5, d = 0.4, the system (2.1) has three

non-negative equilibrium points, trivial singular point P0(0, 0), predator-free singular point P1(0.95, 0),

coexistence singular point P2 (0.2844, 0.2476) and the nature of these equilibrium points are given in

Table 3

Table 3: Nature of each equilibrium point

Equilibrium point Eigenvalues Nature

P1(0.95, 0) −0.4690, 0.3310 Unstable

P2 (0.2844, 0.2476) 0.0471 + 0.2684i, 0.0471− 0.2684i Unstable

0 1000 2000 3000 4000 5000
0

0.2

0.4

0.6

0.8

Time

P
re

y
 (

x
)

0 1000 2000 3000 4000 5000
0

0.1

0.2

0.3

0.4

Time

P
re

d
a

to
r 

(y
)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Prey (x)

P
re

d
a

to
r 

(y
)

i iii

ii

Figure 3. Topological nature of system for the parameters as in Table 2. (I) and

(II) Exhibit the time series solution while (III) shows the occurrence of a limit cycle.

To see the effect of the parameter b, we draw time series solution for b = 0.5 (see Figure 3(i, ii))

exhibits the periodic oscillation and the corresponding phase portrait is given in Figure 3(iii) shows

limit cycle oscillation. But when we increase the value b, i.e., b = 0.55, the system (2.1) displays stability
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Figure 4. Left panel exhibits the time series solution, and right panel demonstrates

the corresponding phase diagram.

behavior near the coexistence equilibrium point. Figure 4(i) for time series solution and Figure 4(ii)

for corresponding phase portrait for b = 0.55. Hence, a Hopf bifurcation occurs to parameter b in the

interval [0.4, 1.0] and Figure 9 refects the bifurcation diagram for b. Figure 9 describes that the system

remains unstable until b crosses its threshold value b = b∗ = 0.54 , when b crosses its threshold value

the system becomes stable. Now, it is easy to conclude that b has a significant role in controlling the

system dynamics.
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Figure 5. Topological nature of system: (I) and (II) Exhibit the time series solution

while (III) indicates the occurrence of a limit cycle.

To explore the impact of θ, first we have considered θ = 0.6 and observe that the system becomes

stable as shown in Figure 6. Figure 6(i) shows time series solution and Figure 6(ii) shows the phase

portrait of the system dynamics. However, when θ crosses the threshold value θ = 0.7 it shows its

periodic oscillation behaviour near the coexistence equilibrium point as displayed in Figure 5. The

periodic oscillation for prey, predator and corresponding phase portrait are shown in Figure 5(i, ii, iii),

respectively. Therefore, system (2.1) experiences Hopf bifurcation for the parameter θ. The Hopf point

occurs at θ = 0.7 and the corresponding bifurcation diagrams are given in Figure 8. Figure 7(i, ii)

shows global stability property of the model system.

Figure 8 display that all the populations are in a stable situation until it crosses θ = 0.7 and then

become unstable in (0.7, 1.0]. Figure 9 display that all the populations are in unstable situation until it
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Figure 6. Topological nature of system: (I) Exhibits the time series solution while

(II) demonstrates the corresponding phase diagram.

0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

Prey (x)

P
re

d
a

to
r 

(y
)

0.44 0.46 0.48 0.5 0.52 0.54 0.56 0.58 0.6
0.18

0.19

0.2

0.21

0.22

0.23

0.24

0.25

Prey (x)

P
re

d
a

to
r 

(y
)

i ii

Figure 7. Global stability of the system (2.1) in (I) the predator free equilibrium; (II)

the coexistence coexistence equilibrium.
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Figure 8. Bifurcation diagram for θ in [0.4, 1].

crosses b = 0.55 and then become stable in (0.55, 0.6]. The coexistent singular point for different value

of b and θ shown in Figure 10. The coexistent singular point for different value of b and θ for prey and

predator and their corresponding surface plots are presented in Figure 11.
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Figure 9. Bifurcation diagram for b in [0.5, 0.6].
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of b in (I) and for different value of θ in (II), keeping other parameters the same as in

Table 2.
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Figure 12. Basins of attraction of our model for the values from table 2.

Figure 12 shows the basins of attraction of the proposed model for the values from table 2. The red

star is the basin of attraction of the extinction equilibrium (0, 0). The blue star is the basin of attraction

of the equilibrium where only prey species survive. The green stars are the basin of the coexistence

equilibrium. Finally black star for not above three cases.

7. Conclusion

In conclusion, this research paper has investigated the dynamics of a predator-prey model with

theta-logistic growth and herd behavior, exploring its topological nature and its impact on biological

consequences such as limited food resources and habitat. The proposed system has been shown to

exhibit positivity and boundedness, with the existence and stability conditions of its three equilibria

derived analytically. Our analysis has identified the occurrence of Hopf bifurcation in the system, with

the conversion coefficient of food biomass to predator having a significant effect on both species in

the coexisting equilibrium point. The parameter of theta-logistic growth was found to have no impact

on prey, but a clear influence on predator. Furthermore, the combined effect of θ and b on prey and

predator in the coexisting equilibrium point was explored, along with the attractive basin of attraction

of the proposed system. Based on our findings, we conclude that θ and b have a significant effect on

the predator-prey model with theta-logistic growth and herd behavior. This research has contributed

to the existing knowledge on the dynamics of predator-prey models and can inform further studies on

the subject.
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