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#### Abstract

The asymptotically optimal Neyman-Pearson procedures of detection for models characterized by $M$ discrete probability distributions arranged into $K, 2 \leq K \leq M$ groups considered as hypotheses are investigated. The sequence of tests based on a growing number of observations is logarithmically asymptotically optimal (LAO) when a certain part of the given error probability exponents (reliabilities) provides positives values for all other reliabilities. LAO tests sequences for some models of objects, including cases, when rejection of decision may be permitted, and when part, or all given error probabilities decrease subexponentially with an increase in the of number of experiments, are desined. For all reliabilities of such tests single-letter characterizations are obtained. A simple case with three distributions and two hypotheses is considered.
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## 1. Introduction

This paper is devoted to the generalization of Neyman-Pearson criterion for some specific universal hypotheses testing problem pointed out in the title. In [8] and in the following papers [9], [10], Cox formulated a number of divers examples of problems for two families of hypotheses testing and developed a general modification of the Neyman-Pearson maximumlikelihood ratio procedures for solving such problems. In a series of papers and in disseration of F. Harmosi-nejad and all [27], two stage procedures were investigated for certain models of problems of hypotheses testing. The first stage in these actions executes detecting between families of distributions, and the second stage performs detection of certain distribution in the selected family. Investigation of the present paper can be considered as a more detailed analysis of this first-stage problems.

The asymptotically optimal testing of two hypotheses was investigated by Hoeffding in [32], also the concept of universal hypotheses testing was introduced there.

The hypotheses testing problems for two hypotheses were also studied by Borovkov [6], Levy [35], van Trees [40], Csiszár and Longo [12], Tusnady [39], Longo and Sgarro [36].

Neyman-Pearson criterion of multiple hypotheses testing for discrete random variables was explored in [25]. In publications [1], [24] and [26], many hypotheses logarithmically asymptotically optimal (LAO) testing for the models consisting of many independent objects was investigated. Following Birgé [3], we called the sequence of tests logarithmically asymptotically optimal (LAO), when for given values of some reliabilities (error probability exponents) the test ensures the best values for the rest of them. Haroutunian [18]-[20] investigated the problem of multiple hypotheses testing at the suggestion of R. L. Dobrushin.

Construction of LAO tests sequence is realized applying "Kullback-Leibler balls" around the hypothetic distributions in the space of distributions as sets for detection of corresponding hypotheses. This concept, introduced in [16]-[17] and applied in [20]-[31] and in the present paper, conforms to the idea of "r-divergent sequences" defined in [17] and used in other works.

Hypotheses testing with no-match decision was considered by Gutman [16]. In papers [28]-[30] the results of researches of characteristics of LAO hypotheses testing with possibility of rejection of decision for some models with one or multiple objects, with side information are presented.

Our study is based on information theoretic methods including the method of types. Applications of methods of information theory in mathematical statistics, in particular in hypotheses testing, are exposed in the monographs by Csiszár and Körner [11], Blahut [5], Cover and Thomas [7], Csiszár and Shields [13], Poor [37], Kullback [33] Haroutunian and all [31], in paper of Blahut [4].

The structure of this paper is as follows. Section 2 contains definitions, notations and problem argument. In central Section 3 the construction of desired LAO tests is exposed for model with groups of distributions and with possibility of rejection of decision. In Section 4, the theorem of the Section 3 is reformulated for the case without rejection option. Section 5 is devoted to the models with some reliabilities equal to 0 . In final Section 6, the testing for simplest model with three distributions and two hypotheses is discussed. Conclusion also contains some open problems.

## 2. Problem Presentation

Let $\mathcal{P}(\mathcal{X})$ be the space of all probability distributions (PDs) on a finite alphabet $\mathcal{X}$. Let $X$ be a random variable (RV) taking values in the set $\mathcal{X}$ with one of $M$ possible PDs $G_{m} \in \mathcal{P}(\mathcal{X}), m=\overline{1, M}$. Let $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{N}\right), x_{n} \in \mathcal{X}, n=\overline{1, N}$, be a vector of results of $N$ independent observations of the RV $X$. Then the $\operatorname{PD} G_{m}^{N}(\mathbf{x})=\prod_{n=1}^{N} G_{m}\left(x_{n}\right)$ and $G_{m}^{N} \in \mathcal{P}\left(\mathcal{X}^{N}\right)$

The $M$ different PDs are arranged into $K, 2 \leq K \leq M$ different groups $\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots$, $\mathcal{B}_{K}$, which we consider as $K$ hypotheses (suppositions) $H_{k}$ concerning the distributions of the studied object. We consider also an empty "group" $\mathcal{B}_{K+1}$. These groups are mutually disjoint, contain $\left|\mathcal{B}_{1}\right|,\left|\mathcal{B}_{2}\right|, \ldots,\left|\mathcal{B}_{K+1}\right|$ PDs such that

$$
\sum_{k=1}^{K}\left|\mathcal{B}_{k}\right|=M, \quad\left|\mathcal{B}_{K+1}\right|=0
$$

When $\left|\mathcal{B}_{k}\right|>1$, the hypothesis $H_{k}$ is composite [6], [14], [35]. In applications, the groups may be formed with some different values of parameters of a certain PD.

We study the hypothesis testing problem, which is that to decide, based on the observed sample $\mathbf{x}$, where this vector has originated from a source with a PD from a series $\mathcal{B}_{k}, k=\overline{1, K}$, or to accept $\mathcal{B}_{K+1}$, that is to reject to make any judgement. The procedure is the universal test (do not specializing individual PDs in groups), we denote it by $\Phi_{N}$ [34]. This problem may also be considered as specific task of detection for multiple composite hypotheses, also having the possibility to refuse any decision.

The test $\Phi_{N}$ can be defined by partition of the space $\mathcal{X}^{N}$ into $K+1$ disjoint subsets $\mathcal{A}_{1}^{N}, \mathcal{A}_{2}^{N}, \ldots, \mathcal{A}_{K+1}^{N}$, where $\mathcal{A}_{k}^{N}, k=\overline{1, K}$, contains all vectors $\mathbf{x}$ for which the test adopts the hypothesis $H_{k}$, and $\mathcal{A}_{K+1}^{N}$ includes all vectors $\mathbf{x}$ for which the test refuses to take a certain answer.

We denote by $\Phi$ the infinite sequence of tests $\Phi_{N}$. Let $\alpha_{l \mid k}\left(\Phi_{N}\right)$ for $l \neq k, l=\overline{1, K}$, $k=\overline{1, K}$ be the probability of the erroneous acceptance of the hypothesis $H_{l}$ by the test $\Phi_{N}$ provided that the hypothesis $H_{k}$ is true, we define (see [6], [35]):

$$
\begin{equation*}
\alpha_{l \mid k}^{N}=\alpha_{l \mid k}\left(\Phi_{N}\right) \triangleq \max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\mathcal{A}_{l}^{N}\right) . \tag{1}
\end{equation*}
$$

When we decline any decision, but the hypothesis $H_{k}$ is true, we consider the following probability of error:

$$
\begin{equation*}
\alpha_{K+1 \mid k}^{N}=\alpha_{K+1 \mid k}\left(\Phi_{N}\right) \triangleq \max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\mathcal{A}_{K+1}^{N}\right), k=\overline{1, K} \tag{2}
\end{equation*}
$$

The probability of not accepting the true hypothesis $H_{k}$, we define in the following way:

$$
\begin{equation*}
\alpha_{k \mid k}^{N}=\alpha_{k \mid k}\left(\Phi_{N}\right) \triangleq \sum_{l \neq k, l=\overline{1, K+1}} \alpha_{l \mid k}^{N}=\max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\overline{\mathcal{A}_{k}^{N}}\right), k=\overline{1, K} . \tag{3}
\end{equation*}
$$

Note that our approach differs from the approaches in [6], where only $\alpha_{k \mid k}^{N}$ are studied, and in [38] where the $\alpha_{k \mid k}^{N}$ are not considered.

We study the corresponding reliabilities (error probabilities exponents) $E_{l \mid k}$ of the tests sequence $\Phi$ :

$$
\begin{equation*}
E_{l \mid k}=E_{l \mid k}(\Phi) \triangleq \lim _{N \rightarrow \infty}\left(-\frac{1}{N} \log \alpha_{l \mid k}^{N}\right), k=\overline{1, K}, l=\overline{1, K+1} \tag{4}
\end{equation*}
$$

All reliabilities are arranged in $(K+1) \times K$ matrix. For instance, at $K=3$ the matrix of reliabilities has the following form

$$
\mathbf{E}(\Phi)=\left(\begin{array}{llll}
E_{1 \mid 1} & E_{2 \mid 1} & E_{3 \mid 1} & E_{4 \mid 1} \\
E_{1 \mid 2} & E_{2 \mid 2} & E_{3 \mid 2} & E_{4 \mid 2} \\
E_{1 \mid 3} & E_{2 \mid 3} & E_{3 \mid 3} & E_{4 \mid 3}
\end{array}\right) .
$$

Definitions (3) and (4) imply that

$$
\begin{equation*}
E_{k \mid k}=\min _{l \neq k, l=\overline{1, K+1}} E_{l \mid k}, k=\overline{1, K} . \tag{5}
\end{equation*}
$$

We call the tests sequence $\Phi^{*}$ logarithmically asymptotically optimal (LAO) for this model if for given positive values of certain $K$ elements of the reliabilities matrix $\mathbf{E}\left(\Phi^{*}\right)$ the
procedure $\Phi^{*}$ provides maximal values for all other elements of it [3]. This criterion can be considered as a proper specification of the Neyman-Pearson approach to the universal test of multiple hypotheses in the sense of optimality of reliabilities. In certain publications, the LAO approach is referred to as the "exponential rate optimal" (ERO) [32], [16], [39].

In opposition to the criterion adopted by Gutman [16], we recognize the asymmetry in the importance of different hypotheses and consider unequal requirements to error probabilities, or reliabilities of their detection.

We use the following notions and notations:
Shannon entropy of PD $P$ on alphabet $\mathcal{X}$ :

$$
H(P)=-\sum_{x} P(x) \log P(x)
$$

divergence, Kullback-Leibler information, relative entropy, or "distance" of two PDs $P_{1}$ and $P_{2}$ on $\mathcal{X}$ :

$$
D\left(P_{1} \| P_{2}\right)=\sum_{x} P_{1}(x) \log \frac{P_{1}(x)}{P_{2}(x)},
$$

a new notion introduced in [22], divergence of three $\mathrm{PDs} P_{1}, P_{2}, P_{3}$ on $\mathcal{X}$ :

$$
D\left(P_{1}\left\|P_{2}\right\| P_{3}\right) \triangleq \sum_{x} P_{1}(x) \log \frac{P_{2}(x)}{P_{3}(x)}=D\left(P_{1} \| P_{2}\right)-D\left(P_{1} \| P_{3}\right)
$$

As was noted in introduction, our study applies the method of types, developed in information theory $[7,11,13,31]$. The basic notion in this method is the notion of the type $Q_{\mathbf{x}}$ of the vector $\mathbf{x} \in \mathcal{X}^{N}$, which is equivalent to the statistical notion of the empirical distribution of the sample $\mathbf{x}$ :

$$
Q_{\mathbf{x}}=\left\{Q_{\mathbf{x}}(x)=N(x / \mathbf{x}) / N, x \in \mathcal{X}\right\}
$$

where $N(x / \mathbf{x})$ is the number of repetitions of the element $x$ in the sample $\mathbf{x}$. We denote by $\mathcal{Q}\left(\mathcal{X}^{N}\right)$ the set of all possible types on $\mathcal{X}^{N}$. It is clear that $\mathcal{Q}\left(\mathcal{X}^{N}\right) \subset \mathcal{P}(\mathcal{X})$.

We will denote divergence by $D^{N}(Q \| P)$ when $Q \in \mathcal{Q}\left(\mathcal{X}^{N}\right)$ and $P \in \mathcal{P}(\mathcal{X})$. Note that $D^{N}(Q \| P) \rightarrow D(Q \| P)$, when $N \rightarrow \infty$.

Let $\mathcal{T}_{\mathcal{Q}}^{N}(\mathcal{X})$ be the family of all vectors $\mathbf{x}$ of the type $Q$. For $Q \notin \mathcal{Q}\left(\mathcal{X}^{N}\right)$, we have $\mathcal{T}_{Q}^{N}(\mathcal{X})=\emptyset$. We will use the following estimates [11], [31]:

$$
\begin{gather*}
\left|\mathcal{Q}\left(\mathcal{X}^{N}\right)\right| \leq(N+1)^{|\mathcal{X}|}  \tag{6}\\
(N+1)^{-\mid \mathcal{X |}} \exp \{N H(Q)\} \leq\left|\mathcal{T}_{Q}^{N}(\mathcal{X})\right| \leq \exp \{N H(Q)\} \tag{7}
\end{gather*}
$$

We will denote for brevity:

$$
\begin{gather*}
\text { for } Q \in \mathcal{P}(\mathcal{X}), \quad D\left(Q \| \mathcal{B}_{k}\right) \triangleq \min _{G_{m} \in \mathcal{B}_{k}} D\left(Q \| G_{m}\right),  \tag{8}\\
\text { and for } Q \in \mathcal{Q}\left(\mathcal{X}^{N}\right), \quad D^{N}\left(Q \| \mathcal{B}_{k}\right) \triangleq \min _{G_{m} \in \mathcal{B}_{k}} D^{N}\left(Q \| G_{m}\right),  \tag{9}\\
\text { for } \mathcal{R}_{l} \subset \mathcal{P}(\mathcal{X}), \quad D\left(\mathcal{R}_{l} \| \mathcal{B}_{k}\right) \triangleq \min _{Q \in \mathcal{R}_{l}} D\left(Q \| \mathcal{B}_{k}\right), \tag{10}
\end{gather*}
$$

$$
\begin{equation*}
\text { and for } \mathcal{R}_{l}^{N} \subset \mathcal{Q}\left(\mathcal{X}^{N}\right), \quad D^{N}\left(\mathcal{R}_{l}^{N} \| \mathcal{B}_{k}\right) \triangleq \min _{Q \in \mathcal{R}_{l}^{N}} D^{N}\left(Q \| \mathcal{B}_{k}\right) \tag{11}
\end{equation*}
$$

In the following sections, we present ways of optimal tests construction for the considered models and investigate the corresponding error probabilities and reliabilities.

## 3. Testing for Model with Rejection Option

To construct the desired LAO test corresponding to preliminary given strictly positive numbers $E_{1 \mid 1}, E_{2 \mid 2}, \ldots, E_{K \mid K}$ we define the following subsets of distributions:

$$
\begin{gather*}
\mathcal{R}_{k}^{N} \triangleq\left\{Q \in \mathcal{Q}\left(\mathcal{X}^{N}\right): D^{N}\left(Q \| \mathcal{B}_{k}\right) \leq E_{k \mid k}\right\}, \quad k=\overline{1, K},  \tag{12}\\
\mathcal{R}_{K+1}^{N} \triangleq\left\{Q \in \mathcal{Q}\left(\mathcal{X}^{N}\right): D^{N}\left(Q \| \mathcal{B}_{k}\right)>E_{k \mid k}, \quad k=\overline{1, K}\right\},  \tag{13}\\
\mathcal{R}_{k} \triangleq\left\{Q \in \mathcal{P}(\mathcal{X}): D\left(Q \| \mathcal{B}_{k}\right) \leq E_{k \mid k}\right\}, \quad k=\overline{1, K},  \tag{14}\\
\mathcal{R}_{K+1} \triangleq\left\{Q \in \mathcal{P}(\mathcal{X}): D\left(Q \| \mathcal{B}_{k}\right)>E_{k \mid k}, \quad k=\overline{1, K}\right\}, \tag{15}
\end{gather*}
$$

It is clear that

$$
\begin{equation*}
\mathcal{R}_{k}^{N} \subset \mathcal{R}_{k}, k=\overline{1, K+1} . \tag{16}
\end{equation*}
$$

Define also the following values of reliabilities:

$$
\begin{gather*}
E_{k \mid k}^{*}=E_{k \mid k}^{*}\left(E_{k \mid k}\right) \triangleq E_{k \mid k}, \quad k=\overline{1, K},  \tag{17}\\
E_{l \mid k}^{*}=E_{l \mid k}^{*}\left(E_{l \mid l}\right) \triangleq D\left(\mathcal{R}_{l}| | \mathcal{B}_{k}\right), \quad k=\overline{1, K}, \quad k \neq l, \quad l=\overline{1, K},  \tag{18}\\
E_{K+1 \mid k}^{*}=E_{K+1 \mid k}^{*}\left(E_{1 \mid 1}, E_{2 \mid 2}, \ldots, E_{K \mid K}\right) \triangleq D\left(\mathcal{R}_{K+1}| | \mathcal{B}_{k}\right)=E_{k \mid k}^{*}, \quad k=\overline{1, K} . \tag{19}
\end{gather*}
$$

Theorem 1: If all distributions $G_{m}, m=\overline{1, M}$, are different in the sense that $D\left(G_{m^{\prime}} \| G_{m}\right)>0, m^{\prime} \neq m$, and the strictly positive numbers $E_{1 \mid 1}, E_{2 \mid 2}, \ldots, E_{K \mid K}$ are such that the following inequalities hold

$$
\begin{gather*}
E_{1 \mid 1}^{*}<\min _{l=\overline{2, K}} D\left(\mathcal{R}_{l} \| \mathcal{B}_{1}\right)  \tag{20}\\
E_{k \mid k}^{*}<\min \left(\min _{l=\overline{1, k-1}} E_{l \mid k}^{*}\left(E_{l \mid l}\right), \min _{l=\overline{k+1, K}} D\left(\mathcal{R}_{l} \| \mathcal{B}_{k}\right)\right) \\
E_{K \mid K}^{*}<\min _{l=\overline{1, K-1}} E_{l \mid K}^{*}\left(E_{l \mid l}\right)
\end{gather*}
$$

then there exists an LAO sequence of tests, all elements of the reliability matrix $\mathbf{E}^{*}=\left\{E_{l \mid k}^{*}\right\}$ of which are defined in (17)-(19) and are strictly positive.

When at least one of the inequalities in (20) is violated, then at least one element of the matrix of reliabilities $\mathbf{E}^{*}$ is equal to 0. More than that, if we try to detect with such $E_{l \mid l}$ which for some $l \in[1 ; K+1]$ and $k \in[1 ; K]$ is greater than $D\left(\mathcal{R}_{l} \| \mathcal{B}_{k}\right)$, then the test for all $N=1,2, \ldots$ will make an error with the probability 1 .

Proof: Having a collection of numbers satisfying the conditions (20) we pass to the proof of the positive statement of the theorem, that is, to the construction of the test.

Consider a sequence of tests $\Phi^{*}$, which is defined by partition of sample space $\mathcal{X}^{N}$ on the following $K+1$ subsets:

$$
\begin{align*}
\mathcal{A}_{k}^{N *} & =\bigcup_{Q \in \mathcal{R}_{k}^{N}} \mathcal{T}_{Q}^{N}(\mathcal{X}), \quad k=\overline{1, K},  \tag{21}\\
\mathcal{A}_{K+1}^{N *} & =\mathcal{X}^{N}-\bigcup_{k=1}^{K} \mathcal{A}_{k}^{N *}, \quad N=1,2, \ldots
\end{align*}
$$

This $\mathcal{A}_{k}^{N *} \subset \mathcal{X}^{N}$, because when $Q \notin \mathcal{Q}\left(\mathcal{X}^{N}\right)$, then $\mathcal{T}_{Q}^{N}(\mathcal{X})$ is empty. Let us prove that the collection of sets in (21) determines a test, namely, each $\mathbf{x}$ belongs to one and only to one subset $\mathcal{A}_{k}^{N *}$,

$$
\mathcal{A}_{k}^{N *} \bigcap \mathcal{A}_{r}^{N *}=\emptyset, r \neq k, \text { and } \sum_{k=1}^{K+1} \mathcal{A}_{k}^{N *}=\mathcal{X}^{N}
$$

Really, for $k=\overline{2, K}, r=\overline{1, K-1}$, for each $k>r$ let us consider arbitrary $\mathbf{x} \in \mathcal{A}_{k}^{N *}$. We see that in accordance with (21) and (12) there exists $\mathcal{T}_{Q_{\mathbf{x}}}^{N}(\mathcal{X}) \subset \mathcal{A}_{k}^{N *}$, such that $D^{N}\left(Q_{\mathbf{x}} \| \mathcal{B}_{k}\right) \leq$ $E_{k \mid k}$. As $k>r$ from conditions (20) it follows that $E_{r \mid r}<E_{k \mid r}^{*}\left(E_{k \mid k}\right)$. From definition (18) and inequality $D^{N}\left(Q_{\mathbf{x}} \| \mathcal{B}_{k}\right) \leq E_{k \mid k}$ we obtain $E_{r \mid r}<E_{k \mid r}^{*}\left(E_{k \mid k}\right)=\min _{Q \in \mathcal{R}_{k}^{N}} D\left(Q \| \mathcal{B}_{r}\right) \leq D^{N}\left(Q_{\mathbf{x}} \| \mathcal{B}_{r}\right)$. Hence $Q_{\mathbf{x}} \notin \mathcal{R}_{r}^{N}$ and from (21) it follows that $\mathbf{x} \notin \mathcal{A}_{r}^{N *}$.

We can verify that $\mathcal{A}_{K+1}^{N *} \cap \mathcal{A}_{k}^{N *}=\emptyset, k=\overline{1, K}$, because if $\mathbf{x} \in \mathcal{A}_{K+1}^{N *}$, then by (15) for type $Q_{\mathbf{x}}$ the inequality $D^{N}\left(Q_{\mathbf{x}} \| \mathcal{B}_{k}\right)>E_{k \mid k}$ is true for $k=\overline{1, K}$. According to the definition (21) of $\mathcal{A}_{k}^{N *}, k=\overline{1, K}$, we see that $\mathbf{x} \notin \mathcal{A}_{k}^{N *}$.

The sample x from $\mathcal{T}_{Q}^{N}(\mathcal{X}) \subset \mathcal{Q}\left(\mathcal{X}^{N}\right)$ has the following probability:

$$
\begin{align*}
& G_{m}^{N}(\mathbf{x})=\prod_{n=1}^{N} G_{m}\left(x_{n}\right)=\prod_{x} G_{m}(x)^{N(x / \mathbf{x})}=\prod_{x} G_{m}(x)^{N Q_{\mathbf{x}}(x)} \\
&=\exp \left\{N \sum_{x}\left(-Q_{\mathbf{x}}(x) \log \frac{Q_{\mathbf{x}}(x)}{G_{m}(x)}+Q_{\mathbf{x}}(x) \log Q_{\mathbf{x}}(x)\right)\right\} \\
&=\exp \left\{-N\left[D^{N}\left(Q_{\mathbf{x}} \| G_{m}\right)+H\left(Q_{\mathbf{x}}\right)\right]\right\} . \tag{22}
\end{align*}
$$

Now for $k=\overline{1, K}$, using (3), (21), (6), (7), (12) and (22) we can upper estimate $\alpha_{k \mid k}\left(\Phi_{N}^{*}\right)$ as follows:

$$
\begin{align*}
& \alpha_{k \mid k}\left(\Phi_{N}^{*}\right)=\max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\overline{\mathcal{A}_{k}^{N *}}\right)=\max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\bigcup_{Q \notin \mathcal{R}_{k}^{N}} \mathcal{T}_{Q}^{N}(\mathcal{X})\right) \\
& \leq(N+1)^{|\mathcal{X}|} \max _{G_{m} \in \mathcal{B}_{k}} \max _{Q: D^{N}\left(Q \| \mid \mathcal{B}_{k}\right)>E_{k \mid k}} G_{m}^{N}\left(\mathcal{T}_{Q}^{N}(\mathcal{X})\right) \\
& \leq(N+1)^{|\mathcal{X}|} \max _{Q: D^{N}\left(Q \| \mathcal{B}_{k}\right)>E_{k \mid k}} \exp \left\{-N D^{N}\left(Q \| \mathcal{B}_{k}\right)\right\} \\
& \leq \exp \left\{-N\left[\inf _{Q: D^{N}\left(Q \| \mathcal{B}_{k}\right)>E_{k \mid k}} D^{N}\left(Q \| \mathcal{B}_{k}\right)-o_{N}(1)\right]\right\} \\
& \quad=\exp \left\{-N\left(E_{k \mid k}-o_{N}(1)\right)\right\}, \tag{23}
\end{align*}
$$

where $o_{N}(1) \rightarrow 0$ with $N \rightarrow \infty$. From here $E_{k \mid k}^{*} \geq E_{k \mid k}, k=\overline{1, K}$.
Now let us prove the lower inequalities for $l=\overline{1, K}, k=\overline{1, K}, l \neq k$. From (1), (21), (7) and (22) we obtain

$$
\begin{aligned}
& \alpha_{k \mid k}\left(\Phi_{N}^{*}\right)=\max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\overline{\mathcal{A}_{k}^{N *}}\right)=\max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\bigcup_{Q \notin \mathcal{R}_{k}^{N}} \mathcal{T}_{Q}^{N}(\mathcal{X})\right) \\
& \geq \max _{G_{m} \in \mathcal{B}_{k}} \max _{Q \notin \mathcal{R}_{k}^{N}} G_{m}^{N}\left(\mathcal{T}_{Q}^{N}(\mathcal{X})\right) \\
& \geq(N+1)^{-|\mathcal{X}|} \max _{G_{m} \in \mathcal{B}_{k}} \max _{Q: D^{N}\left(Q \| \mathcal{B}_{k}\right)>E_{k \mid k}} \exp \left\{-N D^{N}\left(Q \| G_{m}\right)\right\} \\
& =\exp \left\{-N\left(\min _{G_{m} \in \mathcal{B}_{k}} \inf _{Q: D^{N}\left(Q \| \mathcal{B}_{k}\right)>E_{k \mid k}} D^{N}\left(Q \| G_{m}\right)+o(1)\right)\right\}
\end{aligned}
$$

$$
\begin{gather*}
=\exp \left\{-N\left(\inf _{Q: D^{N}\left(Q \| \mathcal{B}_{k}\right)>E_{k \mid k}} D^{N}\left(Q \| B_{k}\right)+o(1)\right)\right\} \\
=\exp \left\{-N\left(E_{k \mid k}+o(1)\right)\right\} \tag{24}
\end{gather*}
$$

(23) and (24) give us (17). We can obtain similar upper estimates $E_{l \mid k}^{*} \geq E_{l \mid k}$ for $l=$ $\overline{1, K}, k=\overline{1, K}, l \neq k$. According to (1), (6), (7) and (10) we have

$$
\begin{gather*}
\alpha_{l \mid k}\left(\Phi_{N}^{*}\right)=\max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\mathcal{A}_{l}^{N *}\right)=\max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\bigcup_{Q \in \mathcal{R}_{l}^{N}} \mathcal{T}_{Q}^{N}(\mathcal{X})\right) \\
\leq(N+1)^{|\mathcal{X}|} \max _{G_{m} \in \mathcal{B}_{k}} \max _{Q \in \mathcal{R}_{l}^{N}} \exp \left\{-N D^{N}\left(Q \| G_{m}\right)\right\} \\
=\exp \left\{-N\left(D^{N}\left(\mathcal{R}_{l} \| \mathcal{B}_{k}\right)-o_{N}(1)\right)\right\} \tag{25}
\end{gather*}
$$

Again for $l=\overline{1, K}, k=\overline{1, K}, l \neq k$, we lower estimate

$$
\begin{gather*}
\alpha_{l \mid k}\left(\Phi_{N}^{*}\right)=\max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\mathcal{A}_{l}^{N *}\right)=\max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\bigcup_{Q \in \mathcal{R}_{i}^{N}} \mathcal{T}_{Q}^{N}(\mathcal{X})\right) \\
\geq(N+1)^{-|\mathcal{X}|} \max _{G_{m} \in \mathcal{B}_{k}} \max _{Q \in \mathcal{R}_{l}^{N}} \exp \left\{-N D\left(Q \| G_{m}\right)\right\} \\
=\exp \left\{-N\left(D\left(\mathcal{R}_{l} \| \mid \mathcal{B}_{k}\right)+o_{N}(1)\right)\right\}=\exp \left\{-N\left(E_{l \mid k}+o_{N}(1)\right)\right\} . \tag{26}
\end{gather*}
$$

According to the definition (4), the reliability $E_{l \mid k}\left(\Phi^{*}\right)$ of the test sequence $\Phi^{*}$ is the limit inferiour $\frac{\lim _{N \rightarrow \infty}}{}\left(-\frac{1}{N} \log \alpha_{l \mid k}\left(\Phi_{N}^{*}\right)\right)$, taking into account (25), (26) and the continuity of the functional $D^{N}\left(Q \| G_{l}\right)$, we obtain that $\lim _{N \rightarrow \infty}\left(-\frac{1}{N} \log \alpha_{l \mid k}\left(\Phi_{N}^{*}\right)\right)$ exists and (18) is correct.

Similarly we can obtain upper and lower bounds for $\alpha_{K+1 \mid k}\left(\Phi_{N}^{*}\right), k=\overline{1, K}$. Applying the analogous resoning we get (19).

The proof of the first part of the theorem will be accomplished if we demonstrate that the sequence of tests $\Phi^{*}$ is LAO, that is, for every other sequence of tests $\Phi^{* *}$ with the same reliabilities $E_{1 \mid 1}, \ldots, E_{K \mid K}$ for all $l=\overline{1, K+1}, l \neq k, k=\overline{1, K}$, inequalities $E_{l \mid k}\left(\Phi^{* *}\right) \leq$ $E_{l \mid k}\left(\Phi^{*}\right)$ hold. Suppose the contrary is the case, that is there exists sequence of tests $\Phi^{* *}$ defined by the sets $\mathcal{D}_{1}^{N}, \ldots, \mathcal{D}_{K+1}^{N}$ such that

$$
\begin{equation*}
E_{l \mid k}\left(\Phi^{* *}\right)>E_{l \mid k}\left(\Phi^{*}\right) \text { for some } l \in[1, K+1], k \in[1, K], l \neq k . \tag{27}
\end{equation*}
$$

For tests $\Phi^{*}$ and $\Phi^{* *}$ the space $\mathcal{X}^{N}$ is decomposed into subsets $\mathcal{A}_{l}^{N *}$ and, respectively, into $\mathcal{D}_{l}^{N}, l=\overline{1, K+1}$, such that for $l=\overline{1, K}$ and $N$ large enough.

$$
\begin{equation*}
\max _{G_{m} \in \mathcal{B}_{l}} G_{m}^{N}\left(\mathcal{A}_{l}^{N *}\right)=\max _{G_{m} \in \mathcal{B}_{l}} G_{m}^{N}\left(\mathcal{D}_{l}^{N}\right)=1-\exp \left\{-N E_{l \mid l}\right\} \tag{28}
\end{equation*}
$$

and $\mathcal{A}_{l}^{N *}$ are constructed in (21) with sets of types $\mathcal{T}_{Q}^{N}(\mathcal{X})$ including almost all vectors $\mathbf{x}$ having positive probability $\max _{G_{m} \in \mathcal{B}_{l}} G_{m}$. From here for the set $\mathcal{A}_{l}^{N *}-\mathcal{D}_{l}^{N} \subset \overline{\mathcal{D}_{l}^{N *}}$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \max _{G_{m} \in \mathcal{B}_{l}} G_{m}^{N}\left(\mathcal{A}_{l}^{N *}-\mathcal{D}_{l}^{N}\right) \leq \lim _{N \rightarrow \infty} \exp \left(-N E_{l \mid l}\right)=0 \tag{29}
\end{equation*}
$$

By (4), (1) and (27)

$$
E_{l \mid k}\left(\Phi^{* *}\right)=\frac{\lim }{N \rightarrow \infty}\left(-\frac{1}{N} \log \max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\mathcal{D}_{l}^{N}\right)\right)
$$

$$
\geq \frac{\lim }{N \rightarrow \infty}\left(-\frac{1}{N} \log \max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\mathcal{A}_{l}^{N}\right)\right) .
$$

That is for $N$ large enough

$$
\max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\mathcal{D}_{l}^{N}\right) \leq \max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\mathcal{A}_{l}^{N *}\right)
$$

and hence

$$
\max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\mathcal{A}_{l}^{N *}-\mathcal{D}_{l}^{N}\right)>0
$$

which contradicts (29). So, we must conclude that (27) is not possible.
For the proof of the second part of Theorem 1, it is enough to note that if one of the conditions (20) is violated, then from (12)-(19) it follows that at least one of the elements $E_{l \mid k}$ is equal to 0 . In case when $E_{l \mid l}>D\left(\mathcal{R}_{l} \| \mathcal{B}_{k}\right)$ from (3), (21), (12), (22), (7) we have for all $N$

$$
\begin{gathered}
\alpha_{l \mid l}^{N}=\max _{G_{m} \in \mathcal{B}_{l}} G_{m}^{N}\left(\mathcal{A}_{l}^{N}\right)=\max _{G_{m} \in \mathcal{B}_{l}} G_{m}^{N}\left(\bigcup_{Q \in \mathcal{R}_{k}^{N}} \mathcal{T}_{Q}^{N}(\mathcal{X})\right) \geq \max _{G_{m} \in \mathcal{B}_{l}} \max _{Q \in \mathcal{R}_{l}^{N}} G_{m}^{N}\left(\mathcal{T}_{Q}^{N}(\mathcal{X})\right) \\
=\exp \left\{-N \min _{G_{m} \in \mathcal{B}_{l}} \min _{Q \in \mathcal{R}_{l}^{N}} D^{N}\left(Q \| G_{m}\right)\right\}=\exp \{-N \times 0\}=1
\end{gathered}
$$

because for $G_{m} \in \mathcal{B}_{l}^{N}$ we have $\min _{G_{m} \in \mathcal{B}_{l}} \min _{Q \in \mathcal{R}_{l}^{N}} D^{N}\left(Q \| G_{m}\right)=0$. Theorem 1 is proved.

## 4. Case without Rejection of Decision

Consider also the standard case when the decision is obligatory. Again we have $M$ possible PDs $G_{m} \in \mathcal{P}(\mathcal{X}), m=\overline{1, M}$, which are placed in $K$ groups $\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots, \mathcal{B}_{K}$, which we envisage as hypotheses $H_{k}, k=\overline{1, K}$. The unknown hypothesis must be detected on the base of sample $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$. The test $\Phi_{N}$ can be designed by dividing the sample space $\mathcal{X}^{N}$ into $K$ subsets $\mathcal{A}_{1}^{N}, \mathcal{A}_{2}^{N}, \ldots, \mathcal{A}_{K}^{N}$ as acceptance regions for the hypotheses of the same number. The test is characterized by error probabilities.

$$
\begin{gathered}
\alpha_{l \mid k}^{N}=\alpha_{l \mid k}\left(\Phi_{N}\right) \triangleq \max _{G_{m} \in \mathcal{B}_{k}} G_{m}^{N}\left(\mathcal{A}_{l}^{N}\right), \quad l \neq k, \quad l, k=\overline{1, K} . \\
\alpha_{k \mid k}^{N}=\alpha_{k \mid k}\left(\Phi_{N}\right) \triangleq \sum_{l \neq k, l=\overline{1, K}} \alpha_{l \mid k}^{N}, k=\overline{1, K} .
\end{gathered}
$$

The reliabilities are difined as in (4)

$$
E_{l \mid k}=E_{l \mid k}(\Phi) \triangleq \lim _{N \rightarrow \infty}\left(-\frac{1}{N} \log \alpha_{l \mid k}^{N}\right), \quad k, l=\overline{1, K}
$$

We shape the LAO sequence of tests $\Phi$ for preliminary given positive numbers $E_{1 \mid 1}, E_{2 \mid 2}, \ldots, E_{K-1 \mid K-1}$ by the following regions of PDs

$$
\begin{aligned}
& \mathcal{R}_{k} \triangleq\left\{Q \in \mathcal{P}(\mathcal{X}), D\left(Q \| \mathcal{B}_{k}\right) \leq E_{k \mid k}\right\}, \quad k=\overline{1, K-1} \\
& \mathcal{R}_{K} \triangleq\left\{Q \in \mathcal{P}(\mathcal{X}), D\left(Q \| \mathcal{B}_{k}\right)>E_{k \mid k}, \quad k=\overline{1, K-1}\right\}
\end{aligned}
$$

Let the corresponding reliabilities be as in (17)-(19)

$$
\begin{gather*}
E_{k \mid k}^{*}=E_{k \mid k}^{*}\left(E_{k \mid k}\right) \triangleq E_{k \mid k}, \quad k=\overline{1, K-1},  \tag{30}\\
E_{l \mid k}^{*}=E_{l \mid k}^{*}\left(E_{l \mid l}\right) \triangleq D\left(\mathcal{R}_{l}| | \mathcal{B}_{k}\right), \quad k=\overline{1, K}, \quad k \neq l, \quad l=\overline{1, K-1},  \tag{31}\\
E_{K \mid k}^{*}=E_{K \mid k}^{*}\left(E_{1 \mid 1}, E_{2 \mid 2}, \ldots, E_{K-1 \mid K-1}\right) \triangleq D\left(\mathcal{R}_{K}| | \mathcal{B}_{k}\right), \quad k=\overline{1, K} . \tag{32}
\end{gather*}
$$

Theorem 2: If all PDs $G_{m}, m=\overline{1, M}$, are different, $D\left(G_{m^{\prime}} \| G_{m}\right)>0, m^{\prime} \neq m$, and the strictly positive numbers $E_{1 \mid 1}, E_{2 \mid 2}, \ldots, E_{K-1 \mid K-1}$ are such that the following inequlities hold

$$
\begin{gather*}
\left.E_{1 \mid 1}^{*}<\min _{l=2, K-1} D\left(\mathcal{R}_{l}| | \mathcal{B}_{1}\right)\right)  \tag{33}\\
E_{k \mid k}^{*}<\min \left(\min _{l=1, k-1} E_{l \mid k}^{*}\left(E_{l \mid l}^{*}\right), \min _{l=\overline{k+1, K-1}} D\left(\mathcal{R}_{l}| | \mathcal{B}_{k}\right)\right) k=\overline{2, K-2},  \tag{33'}\\
E_{K-1 \mid K-1}^{*}<\min _{l=\overline{1, K-2}} E_{l \mid K-1}^{*}\left(E_{l \mid l}^{*}\right) \tag{33"}
\end{gather*}
$$

then there exists an LAO sequence of tests, all elements of the reliabilities matrix $\mathbf{E}$ of which are defined in (30)-(32) and are strictly positive. When one of the inequalities in (33) is violated then at least one element of the matrix of reliabilities $\mathbf{E}^{*}$ is equal to 0.

## 5. Some or All Given Reliabilities are Equal to Zero

The well-known Stein lemma [11] also called Chernoff-Stein lemma in [7] provides the estimate of the error probability for the case of two hypotheses. It asserts that when the error probability $\alpha_{1 \mid 1}^{N}$ is postulated as a constant, then the error probability $\alpha_{2 \mid 2}^{N}$ goes to 0 as $\exp \left\{-N D\left(P_{1} \| P_{2}\right)\right\}$ as the number of observations $N$ tends to infinity.

In this section, we present a generalization of Stein lemma in two directions. First, a more general model, when Section 2 consists of $M$ PDs grouped in $K$ hypotheses and the test has to detect an unknown hypothesis or reject any decision. And secondly, it is known that some error probabilities $\alpha_{l \mid l}^{N}$, or all $K$ of them, tend to 0 when $N$ goes to infinity as a function $\delta_{l \mid}^{N}$, such that

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left(-\frac{1}{N} \log \delta_{l \mid l}^{N}\right)=0 . \tag{34}
\end{equation*}
$$

In practice, $\delta_{l \mid l}^{N}$ can be constants or polynomials by $N$. The following theorem is a generalization of a result from [23] as an addition to Theorem 1.

Theorem 3: When all distributions $G_{m}, m=\overline{1, M}$ are different in the sense that $D\left(G_{m^{\prime}} \| G_{m}\right)>0, m^{\prime} \neq m$ and given numbers $E_{k \mid k}, k=\overline{1, K}$ partly or all of them are equal to 0 and verify condition (34), then there exists an LAO test sequence $\Phi^{*}$, the elements of reliabilities matrix $\mathbf{E}\left(\Phi^{*}\right)=\left\{E_{l \mid k}^{*}\right\}$ of which are defined by (14), (15), (17)-(19), if the conditions (20) hold. But in the case when the given $E_{l \mid l}$ is equal to zero, the formula (18) changes as follows:

$$
E_{l \mid k}^{*}=E_{l \mid k}^{*}(0)=D\left(\mathcal{B}_{l} \| \mathcal{B}_{k}\right), k=\overline{1, K}, k \neq l .
$$

For the proof, it is enough to replace (12) by the following expressions:

$$
\mathcal{R}_{l}^{N} \triangleq\left\{Q \in \mathcal{Q}\left(\mathcal{X}^{N}\right): D^{N}\left(Q \| \mathcal{B}_{l}\right) \leq-\frac{1}{N} \log \delta_{l \mid l}^{N}\right\}
$$

## 6. Case of Three Distributions and Two Hypotheses

In this Section, we discuss a number of questions concerning the most simple model amongst the considered in this paper. At first we represent a generalization of the fundamental result of Neyman-Pearson lemma for the noted case of 3 PDs and two groups. There are given three distributions $G_{1}, G_{2}, G_{3}$ for a random variable $X$. These distributions are divided into two groups (hypotheses) such that the first hypothesis $H_{1}$ is the first distribution and the second hypothesis is the group of two other PDs

$$
\begin{equation*}
H_{1}=\left(G_{1}\right), \quad H_{2}=\left(G_{2}, G_{3}\right) \tag{35}
\end{equation*}
$$

The statistician must accept or reject the first hypothesis on the base of the sample $\mathbf{x}$.
Theorem 4: (Neyman-Pearson lemma) For a threshold $t>1$, consider test $\Psi_{N}^{*}$ defined by the region of acceptance $\mathcal{A}^{N *}$ for hypothesis $H_{1}$ :

$$
\begin{equation*}
\mathcal{A}^{N *}=\left\{\mathbf{x}: \frac{G_{1}^{N}(\mathbf{x})}{\max \left(G_{2}{ }^{N}(\mathbf{x}) ; G_{3}{ }^{N}(\mathbf{x})\right)}>t\right\} \tag{36}
\end{equation*}
$$

and acceptance region $\overline{\mathcal{A}^{N *}}$ for $H_{2}$. The corresponding error probabilities are

$$
\begin{gathered}
\alpha_{1 \mid 1}^{N *}(t)=\alpha_{2 \mid 1}^{N *}(t)=G_{1}^{N}\left(\overline{\mathcal{A}^{N *}}\right) \\
\alpha_{2 \mid 2}^{N *}(t)=\alpha_{1 \mid 2}^{N *}(t)=\max \left(G_{2}^{N}\left(\mathcal{A}_{1}^{N *}\right) ; G_{3}^{N}\left(\mathcal{A}^{N *}\right)\right) .
\end{gathered}
$$

Let $\mathcal{A}^{N} \subset \mathcal{X}^{N}$ be the decision region for $H_{1}$ of the another test $\Phi_{N}$ with error probabilities $\alpha_{1 \mid 1}^{N}$ and $\alpha_{2 \mid 2}^{N}$. If $\alpha_{1 \mid 1}^{N} \leq \alpha_{1 \mid 1}^{N *}$, then $\alpha_{2 \mid 2}^{N} \geq \alpha_{2 \mid 2}^{N *}$.

Proof: The numbers $N$ and $t$ are fixed, we can do not note them during proof. Let $\Psi_{\mathcal{A}^{N *}}$ and $\Psi_{\mathcal{A}^{N}}$ be indicator functions of the regions. It is not difficult to verify that for all $\mathbf{x} \in \mathcal{X}^{N}$,

$$
\left(\Psi_{\mathcal{A}^{N *}}(\mathbf{x})-\Psi_{\mathcal{A}^{N}}(\mathbf{x})\right)\left(G_{1}^{N}(\mathbf{x})-t \max \left(G_{2}^{N}(\mathbf{x}) ; G_{3}^{N}(\mathbf{x})\right)\right) \geq 0
$$

Then

$$
\begin{gathered}
\sum_{\mathbf{x} \in \mathcal{X}^{N}}\left(\Psi_{\mathcal{A}^{N *}}(\mathbf{x}) G_{1}^{N}(\mathbf{x})-t \Psi_{\mathcal{A}^{N *}}(\mathbf{x}) \max \left(G_{2}^{N}(\mathbf{x}) ; G_{3}^{N}(\mathbf{x})\right)\right. \\
\left.-\Psi_{\mathcal{A}^{N}}(\mathbf{x}) G_{1}^{N}(\mathbf{x})+t \Psi_{\mathcal{A}^{N}}(\mathbf{x}) \max \left(G_{2}^{N}(\mathbf{x}) ; G_{3}^{N}(\mathbf{x})\right)\right) \\
=\sum_{\mathbf{x} \in \mathcal{A}^{N *}}\left(G_{1}^{N}(\mathbf{x})-t \max \left(G_{2}^{N}(\mathbf{x}) ; G_{3}^{N}(\mathbf{x})\right)\right)-\sum_{\mathbf{x} \in \mathcal{A}^{N}}\left(G_{1}^{N}(\mathbf{x})-t \max \left(G_{2}^{N}(\mathbf{x}) ; G_{3}^{N}(\mathbf{x})\right)\right) \\
=\left(1-\alpha_{1 \mid 1}^{*}\right)-t \alpha_{2 \mid 2}^{*}-\left(1-\alpha_{1 \mid 1}\right)+t \alpha_{2 \mid 2} \\
=\left(\alpha_{1 \mid 1}-\alpha_{1 \mid 1}^{*}\right)+t\left(\alpha_{2 \mid 2}-\alpha_{2 \mid 2}^{*}\right) \geq 0 .
\end{gathered}
$$

So from $\alpha_{1 \mid 1} \leq \alpha_{1 \mid 1}^{*}$ it follows that $\alpha_{2 \mid 2} \geq \alpha_{2 \mid 2}^{*}$.
Now we reformulate Theorem 2 for the model given in (35).
Theorem 5: If PDs $G_{1}, G_{2}, G_{3}$ are different, the strictly positive number $E_{1 \mid 1}$ is such that

$$
E_{1 \mid 1} \leq \min \left(D\left(G_{2} \| G_{1}\right), D\left(G_{3} \| G_{1}\right)\right)
$$

for

$$
\begin{aligned}
& \mathcal{R}_{1} \triangleq\left\{Q \in \mathcal{P}(\mathcal{X}), D\left(Q \| G_{1}\right) \leq E_{1 \mid 1}\right\} \\
& \mathcal{R}_{2} \triangleq\left\{Q \in \mathcal{P}(\mathcal{X}), D\left(Q \| G_{1}\right)>E_{1 \mid 1}\right\}
\end{aligned}
$$

we consider

$$
\begin{gathered}
E_{1 \mid 1}^{*}=E_{1 \mid 1}=E_{2 \mid 1}^{*} \\
E_{2 \mid 2}^{*}=E_{1 \mid 2}^{*}=\min _{Q \in \mathcal{R}_{1}} \min \left(D\left(Q \| G_{2}\right), D\left(Q \| G_{3}\right)\right)
\end{gathered}
$$

then for the hypotheses in (35) there exists an LAO sequence of tests with strictly positive reliabilities given above and with regions of decision for hypotheses $H_{k}$

$$
\mathcal{A}_{k}^{N *}=\bigcup_{Q \in \mathcal{R}_{k}} \mathcal{T}_{Q}^{N}(\mathcal{X}), k=1,2
$$

In the paper [20] of 1990 Haroutunian noted that "the principle of maximum of likelihood is equivalent to the principle of maximum of Kullback-Leibler distance" and "the desired tests sequence is constructed by means of distances between the sample distribution and the hypothetical distributions". It is worth to note that this assertion is something in common with the following note in Cover and Thomas monograph of 1991 (p. 307) [7] concerning the test of two hypotheses (the next one with our adopted exposition). "In the above theorem (the Neyman-Pearson lemma), we have shown that the optimum test is a likelihood ratio test. We can rewrite the log-likelihood ratio as the difference between the relative entropy distances of the sample type to each of the two distributions. Hence the likelihood ratio test (in our notation)

$$
\frac{G_{1}^{N}(\mathbf{x})}{G_{2}^{N}(\mathbf{x})}>t>1
$$

is equivalent to

$$
D\left(Q_{\mathbf{x}} \| G_{2}^{N}\right)-D\left(Q_{\mathbf{x}} \| G_{1}^{N}\right)>\frac{\log t}{N}
$$

or (with our new notation of divergence of three PDs)

$$
D\left(Q_{\mathbf{x}}\left\|G_{1}^{N}\right\| G_{2}^{N}\right)>\frac{\log t}{N}
$$

It remains to add that for the case of simple model in (36) the likelihood ratio test is equivalent to the following condition specifying the region of detection of the first hypothesis in (36)

$$
\min \left[D\left(Q_{\mathbf{x}}\left\|G_{1}^{N}\right\| G_{2}^{N}\right), D\left(Q_{\mathbf{x}}\left\|G_{1}^{N}\right\| G_{3}^{N}\right)\right]>\frac{\log t}{N}
$$

## 7. Conclusion

Here we offer some concluding remarks and open problems. In this paper, we have discussed error exponents trade-off of Neyman-Pearson suitable strategy of hypotheses testing for models with $M$ known discrete probability distributions joined in $K(2 \leq K \leq M)$ clusters, considered as hypotheses.

We presented a single letter characterization of the error exponents of all possible pairs of hypotheses of tests for some cases. After a detailed proof of the point in question for a
general case with the possibility of decision rejection, analogical results are announced the case without a rejection option, the case when all or a part of the given reliabilities are equal to zero, and finally, for a particular case of three disributions and two hypotheses. The reasonings at the end of the previous section confirm the optimality of the tests considered in the paper based on the use of distances between the sample and hypotheses.

For further works it is deserving exploration of characteristics of testing for generalization and enlargement of models studied in this paper. Interesting is the case with multiple objects [cf. 21, 24, 26, 27]. Significant are arbitrarily varying models with a sequence of states known to the decision maker [cf. 12] and also the case when states are not known to the statistician [cf. 2, 25]. Important is the problem of hypothesis identification [cf. 1, 18, 23]. Bayesian framework of the problem, and sources with other than independent issues, for instance with Markov dependence must also be investigated [cf. 16].
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#### Abstract

Аннотация

Исследуются асимптотически оптимальные процедуры Неймана-Пирсона обнаружения для моделей, характеризующихся $M$ дискретными распределениями вероятностей, сгруппированными в $K$ групп, $2 \leq K \leq M$, рассматриваемых как гипотезы. Последовательность тестов, при возрастании числа наблюдений, является логарифмически асимптотически оптимальной (LAO), когда определенная


часть заданных экспонент (надежностей) обеспечивает положительные значения для всех других надежностей. Сконструированы LAO последовательности тестов для некоторых моделей, в том числе в случаях, когда разрешен отказ от принятия решения и когда часть или все заданные вероятности ошибок убывают субэкспоненциально с ростом количества экспериментов. Получены однобуквенные характеристики для всех надежностей таких тестов. Рассмотрен простой случай с тремя распределениями и двумя гипотезами.

Ключевые слова: проверка статистических гипотез, семейства гипотез, оптимальное обнаружение, подход Неймана-Пирсона, лемма Неймана-Пирсона, принцип максимума расстояния Кульбака-Лейблера, показатель ошибки.

