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Equally - weighted compositions of Gaussian - noised-data - trained two - layer perceptrons are studied in order to
track metal wear states more accurately at the highest level of statistical data inaccuracies and shifts (noise). The noise range
is modeled through four magnitudes characterizing ultimate jitters and shifts in wear influencing factors. Accuracy and vari-
ance gains of equally - weighted compositions seem to be increasing when noise intensities become lower. When boosting
ensembles are composed from ordinary classifiers, high-accurate tracking fails. Only composing ensembles from a lot of the
best optimized perceptrons, the accuracy improves by 1,5 % for the averaged tracking error rate and by 7,7 % for the tracking
error rate at noise maximum. Here, the boosting appears to have its limit. But ensembles of equally-weighted compositions of
perceptrons perform even better than ensembles of perceptrons weighted after training. And for ensuring high-accurate dis-
continuous tracking of wear states, we just need perceptrons trained by quite different backpropagation methods.

Key words: wear state tracking, statistical data, data inaccuracies, data shifts, accuracy, two-layer perceptron,
boosting, boosting ensemble, tracking error rate.

Generation of statistical data inaccuracies and shifts in measuring metal wear states

While metal billets are processed, metal processing tools are worn within a range of metal wear states
(MWS) being specific for the type of metal and peculiarities of processing. The range is ordered by wear accu-
mu lation. While metal details are run, the range is wider due to that intensity of wear is much lesser.

MWS are measured (scored) via wear influencing factors (WIF), including direct (speed, pressure, tem-
perature, etc.) and indirect (time duration) ones. Measuring MWS is needful for controlling wear process and
prevention of underuse and overuse of both tools and details. The measurement is a ground for tracking MWS
along the whole life cycle. The tracker is usually stated after arranging the huge statistical data (HSD). However,
these data are inaccurate as wear is very stochastic process. Additionally, MWS measurements may have instru-
mental and systematic bias errors which shift WIF being matched to the corresponding MW S. That is why statis-
tical data inaccuracies and shifts (SDIS) in measuring MWS hinder in effective application of continuous differ-
ential-equations-based-models for tracking MWS and forecasting them. And using stochastic differential equa-
tions doesn’t help much as expectance evaluation is not so reliable and volatility is generated very high. Thus
discontinuous models are preferable, though they require HSD to set reliable statistical correspondence [1] in the

form of finite statistical data set (FSDS) including each of N €[] \{1} wear states.
L N —
FSDS is F, Z{Xj, wj}‘ by Lell \{I,N—l} and the wear state w, € {1, N} labeled as

j=

X,- :[xqu e X for Qell WIF. The range of MWS is presumed to be wholly sampled into those WIF,
1x0

L _ _
and so {Wj}le N {1, N} = {1, N} by the s -th state w; labeled as the pure representative (PR) X . SDIS are

generated as a result of the wear is influenced with innumerable mu ltitude of factors, what lets treat those inaccu-
racies as normal noise. Due to that, the classifier can be two-layer perceptron with nonlinear transfer functions
(2LPNLTF) [1]. This is a universal classifier, performing greatly on Gaussian - noised data (GND). Nonetheless,
possible shifts in FSDS and shifts in input data make single 2LPNLTF classifier noneffective at higher intensi-
ties ofthe shift noise. But compositions of GND-trained 2LPNLTF may improve accuracy of tracking MWS [2].
Therefore, boosting ensembles of GND-trained 2LPNLTF are to be tried exhaustively.

Gain in accuracy of tracking MWS at higher intensities of SDIS using boosting ensembles

Intensities of SDIS become higher when either the metal life cycle has run near its half or MWS are
measured with poor-calibrated instrument. The accuracy of tracking MWS is tracking error rate (TER) being the
percentage ratio of the classifier’s incorrect responses to the classifier’s total inputs, although the percentage of
the classifier’s correct responses among its total inputs is imp lied by TER.
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Based on a boosting technique stated in [2], ensemble of three 2LPNLTF solved a problem of tracking
24 MWS with 16 WIF in that the mean ensemble TER was 6,82 % at the highest level of SDIS in every state. In
term of TER, the averaged gain (relative decrement of TER or something else) of the boosting exceeded 50 %,
and variance of wear states’ TER became more than 50 % lower with the ensemble.

For the same problem, the classifier was optimized in [3] for improving accuracy of the tracking. Hav-
ing increased number of 2LPNLTF within the ensemble up to 30, the averaged gain with the optimized ensemble
became about 56 % in respect of the best ensemble of three 2LPNLTF. Similarly, variance of TER over
24 MWS became about 53 % lower. However, nearly the same results were registered when the ensemble was
composed without training, but just setting the weight of every 2LPNLTF to one thirtieth. The explanation is that
all those 2LPNLTF were roughly similarly-trained GND classifiers, without focusing on specific SDIS. Hence,

equally-weighted compositions of B e[l \{1, 30} GND-trained 2LPNLTF are believed to track MWS in that

problem more accurately.

The goal of composing a boosting ensemble of GND-trained 2 LPNLTF for high-accurate tracking

Taken the spoken problem of tracking 24 MWS with 16 WIF from [2, 3], there should be composed a
boosting ensemble of equally-weighted GND-trained 2LPNLTF for high-accurate tracking at the highest level of
SDIS. The result is expected to be better than in [3]. In any case, evaluation of the ratio between TER for single
2LPNLTF and TER for the ensemble is going to be plotted. This implies both TER on average and TER at the
highest level of SDIS. Similar plots of the boosting gain will be done for the variance of wear states’ TER.

Accuracy and variance gains of equally-weighted compositions of GND-trained 2LPNLTF

In general statement, the boosting ensemble as B 2LPNLTF equally-weighted composition output is

B
- - - 1
§. €argmax m, by m, =—st(°ﬁ) O
s=1, N B o
on the forecasted MW S
S, € argmax m, ((x) 2)
s=l, N

by the o -th 2LPNLTF [3], giving the value m, (OL) in its s -th output neuron. A 2LPNLTF itself is trained with

training sets

{Y:[J’Lv]ng3yis:x-(j‘)} and {<{Y}R {i{h}” >1‘~{h:Y+Gh'E+H‘Gh'®a c,=hc,H"'

i r=1? h=l

'Vh=1,H,Hel,c,>0,E=[¢,] & €N (0,1),pn>0,0=[0 0,=C,eN (0,1){ ()

OxN ’ is ]QXN ’

. o
for PR and SDIS correspondingly, Where{xfj‘) € [O; 1]} 1 and Rell U{O} ,and N (0, 1) is the infinite set of

standard normal variate’s values. Term &,-E in (3) is responsible for modeling jitter inaccuracies and omis-
sions in statistical data or measurements. And term -G, -® in (3) models WIF shifts in every state. Coefficient
O, characterizes ultimate jitters and i is ratio between the suspected jitters and WIF shifts [1]. These ones were
putto 6, =0.25 and p=1.5 whilst the problem of tracking 24 MWS was studied in [2, 3].

Denote by [5(0() the averaged TER of the a -th 2LPNLTF along with its TER p(GH; OL) at SDIS

maximum. For the ensemble of B 2LPNLTF, p, is the averaged TER and pE(O'H) is TER at SDIS maxi-
mum. Henceforward, the accuracy gains are the averaged TER gain and the gain of TER at SDIS maximum

Zrer (B)= (ISB)_1 (1;1:111113[3(&) and G (GH; B) = (pB (GH ))71 'gul.’—r}gp(cﬂ; OL) “4)
respectively. For seeing the boosting gain for the variance of wear states” TER, denote by ﬁ(ot, N) the aver-
aged variance of N wear states’ TER of the o -th 2LPNLTF along with its variance v(GH; a, N) at SDIS
maximum. For the ensemble of B 2LPNLTF, 173(N) is the averaged variance of N wear states” TER and

VB(GH; N) is variance at SDIS maximum. Henceforward, the variance gains are the averaged variance gain

[MTpo6aemu Tpudoorii (Problems of Tribology) 2015, Ne 2



55

Equally - weighted compositionsof Gaussian-noised — data - trainedtwo - layer perceptrons in boosting ensembles for high - accurate discontinuous...

and the gain of variance at SDIS maximum
-1 -1

s (B =(v -min v ; B = ; - mi ;

Z.u(B, N)=(7,(N)) g%v(a, N) and g, (0,; B, N)=(v4(o,; N)) ir:u]’_nBv(GH, o, N) )
respectively. The accuracy gains (4) for the problem of tracking 24 MWS with 16 WIF are shown in Figure 1
and Figure 2, where R=1, H =10, and SDIS are modeled by

C, € {0.15, 0.2,0.25, 0.3} and pe {1, 1.25,1.5, 2} . 6)

The variance gains (5) for the spoken problem are shown in Figure 3 and Figure 4, plotted by (6). The increment
of SDIS intensity according to (6) is designated with dots, circles, squares, and diamonds, respectively.
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Fig. 1 — The averaged TER gain Fig. 2 — The gain of TER at SDIS maximum
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Fig. 3 — The gain of averaged variance of 24 wear states’ TER Fig. 4 — The gain of variance at SDIS maximum
Figures 1 - 4 show clearly that those gains unexpectedly are about those ones for 30 GND-trained
2LPNLTF weighted within the ensemble after training [3]. It means that tracking MW 'S more accurately fails when
any B el] \{1,7)} GND-trained 2LPNLTF are taken either into equally-weighted composition or into ensemble
to be trained. Notwithstanding the fail, high-accurate discontinuous tracking (HADCT) is available if ensemble is

composed of GND-trained 2LPNLTF of higher accuracy (HA2LPNLTF). Surely, such HA2LPNLTF occur rarer
than an ordinary GND-trained 2LPNLTF. Among 17818 ordinary GND-trained 2LPNLTF with 70 neurons in

hidden layerby R =1and H =18, there happened to be found 60 HA2LPNLTF performing at [5(0(),, 1,17 for
the problem by G, =10,25and p=1,5, and the equally-weighted composition of these HA2LPNLTF reinforced
by resume-training performs at Py, < 0,62, Pq, (620) <443, v, (24) <0,14, vy (0, 24) < 5,4. Thus, the cor-

responding gains remain roughly as those ones in Figures 1 - 4, although HADCT is realizable.

Discussion of the gains and findings

Having processed HSD for trying HADCT, the boosting appears to have its limit. Unexpectedly, but
HADCT here is realizable only by using a lot of the best HA2LPNLTF. The gains (4) and (5) seemto be increas-
ing when intensities of SDIS become lower. But they have their own limits, nearly corresponding to the circled
polylines in Figures 1 - 4. Comparing the gains to those ones in [3], the accuracy improvement exists anyway. It
is about 1,5 % for the averaged TER and 7,7 % for TER at SDIS maximum. And ensembles of equally-weighted
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compositions of GND-trained 2LPNLTF perform even better than ensembles of GND-trained 2LPNLTF
weighted after training. For ensuring HADCT, we just need 2LPNLTF trained by quite different methods of

EEINT3 CEINNT3 EEINT3

backpropagation - “traingda”, “traingdx”, “traingdm”, “traingd”, “trainlm”, “trainscg”, etc.
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IMocrymmna B penaxmiro 15.04.2015

Pomanrok B.B. PiBHO3BakeHi CK/Ia/M IBOIIAPO BUX MePCeNTPOHIB, HABYEHNX HA JAHUX 3 rayCOBUMH LIyMa-
MH, Y KOMiTeTax OyCTHHIY /sl BHCOKOTOYHOIO JMCKPETHOTO BiJC/Ii/IKOBYBaHHSI CTaHiB 3HOCY 3 ypaxXyBaHHSIM IOXH-
00K i 3CyBiB y CTATHCTHYHMX TaAHUX.

BuBualoThCsl piBHO3BaXKEHI CKJIaAW JBOLIAP OBUX IEpCENTPOHIB, HABYCHUX HA JAHHUX 3 I'ayCOBHMH Iy MaMH, UL
TOro, MO0 BIACTIAKOBYBAaTH CTAaHH 3HOCY METaly OUTBII TOYHO 3a HAWBHINOTO PIBHA MOXHMOOK i 3CYyBIB Yy CTaTUCTHYHUX Ja-
HUX (myMy ). Jiama3oH 0pOTO MIyMy MOJIETIOETHCS 32 YOTHpMA aMILTITY IaMH, IO Xap aKTep U3y FOTh TpaHM9HI Iy KTy atiiiHi
MOXHOKM Ta 3CyBH y (pakTopax BIUTUBY Ha 3HOC. Burpamii y TOYHOCTI Ta AUCIepCii HUX piBHO3BAKEHUX CKIAIIB 31aI0ThCs
3pOCTalOYMMH TP Y 3MEHIICHH] iHTeHCUBHOCTEH mryMy. Komy xoMmiteTH Oy CTHHTY CKJIagaroThCsl 31 3BHYAHHUX KiacHu(ikaro-
PiB, BUCOKOTOYHE BIJCTIIKOBYBaHHS HE BAAETHCs. JIWIe MPU CKJIaJaHHI KOMITETIB 31 3HAYHOTO YHCIA HAMKP alliX OIITHMi-
30BAHUX TIep CENTP OHIB TOYHICTh MOKpaIyeTbcs Ha 1,5 % s ycepeqHeHOro piBHSA MOMMIOK BiICTiAKOBYBaHHA 1 Ha 7,7 %
JUIsl piBHS IOMUJIOK BiJCITIAKOBY BaHHSI 32 MaKCUMAIBHOTO Iy My. 37a€ThCsl, Oy CTHHI TYT Ma€ CBOIO Mexy. OJHaK KOMITeTH
PIBHO3B)XEHUX CKJIA/IB IIEp CENTPOHIB (yHKIIOHYIOTh HAaBITh Kpalle, HDK KOMITETH Iep CeNTP OHIB, IO 3BaXKyOTHCS IICIIS
HaBYaHHsA. | [u1s1 3a0e3med eHHs BUCOKOTOYHOTO AU CKP ETHOTO BIICIIIKOBY BaHHS CTAaHIB 3HOCY HaM HEOOXiAHI IPOCTO Iep ce-
TP OHU, HABYEHI 32 JOBOJII PI3HUMU METO IaMH 3BOP OTHOT'O MOIIHP CHHS.

Kuio4oBi ciioBa: BifcIiKoBy BaHHS CTaHY 3HOCY, CTATHCTUY HI 1aHi, OXUOKH y TaHUX, 3CyBH Y IaHUX, TOYHICTh, JBOIIAP O-
B TIEp CENI TP OH, Oy CTHHT, KOMITET Oy CTUHTY , PiBEHb MOMUJIOK BiACTIAKOBY BaHHS.
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