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Abstract 

The quality of the product is measured based on the opinions gathered from product 

reviews expressed on a product. Opinion mining deals with extracting the features or 

aspects from the reviews expressed by the users. Specifically, this model uses a deep 

convolutional neural network with three channels of input: a semantic word embedding 

channel that encodes the semantic content of the word, a part of speech tagging channel 

for sequential labelling and domain embedding channel for domain specific embeddings 

which is pooled and processed with a Softmax function. This model uses three input 

channels for aspect extraction. Experiments are conducted on amazon review dataset. 

This model achieved better results. 
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1. Introduction 

Customers are expressing views and opinions of products purchased. Customers can 

leverage the information contained in such reviews to identify the best products. These 

reviews help organizations to identify customer needs. The rise of reviews is gaining 

greater attention in research community. When it comes to traditional sentiment 

analysis, talk about opinion on entire sentence. Customer reviews often express opinion 

on different aspects of product rather than opinion on whole product Schouten, K., & 

Frasincar, F. (2015). This raised the problem of aspect extraction for sentiment analysis. 

Many challenge to be addressed, identifying implicit aspects, multiple aspects in single 

statement. 

The major task of AE (Aspect Extraction) to Extracting aspects of customer reviews 

Cheung, D. 2009, et al. Jakob, N., & Gurevych, I. (2010), extracted aspects of a spatial 

dataset using conditional random fields, the limitation is it need to work of large 

datasets and is linear in nature. Hu, M., & Liu, B. (2004), used linguistic models for 

extracting aspects from reviews. The limitation is rules to be drafted manually. 

Efficiency based on grammatical accuracy of sentences. 

Neural network models are widely used for aspect extraction. Existing CNN based 

models are lacking in extracting context-level features. Ye, H. et al., (2017) and Dong, 

F. et al., (2017), used CNN integrated with LSTM for aspect extraction achieved better 

performance with increase the complexity of the model parameters. In this paper, to 

overcome above mentioned issues we contributed the following. 

To encode contextual information, three different input channels were used: i) Word 

embeddings + lexicon ii) Domain embeddings iii) POS Tag embeddings. Previous 

models used either pre-trained embeddings or review embeddings Poria, S. et al., 

(2016). To increase performance of model we included lexicons in word embedding 

layer. The first two channels are used to capture semantic and syntactic information. 

Third channel is used for sequential labelling of aspects. 

 

2. Related work 

Among the many tasks involved in aspect level sentiment analysis, a major one is 

aspect extraction (Liu B, 2012). Current approaches to extracting features are based on 

deep learning. Macháček, J. (2016) implemented traditional supervised machine 

learning method which uses biagram (BOW) bag of words. Li and Lam, (2017) 

performed aspect extraction by considering annotated data and achieved better results. 

Luo et al., (2018) integrated word embedding with CRF&BiLSTM for better extracting 

the aspects. Toh, Z., &Su, J. (2016) combined CNN with binary classifier and 

implemented anhybrid approach. Approach was top rated in SemEval 2016 Task 5 

competition. Jihan, N. et al., (2017) used pre-processing pipeline for normalizing the 

data. They implemented multi-domain feature extraction and predicted aspect category 

using SVM. Khalil, T.et al (2016) initialized pre-trained word vectors for CNN and bag 

of words as features to ensemble classifier. To improve classification, they used 

secondary classifier. Stéphan Tulkens et al., (2020), implemented (CAt) Contrastive 
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Attention mechanism an unsupervised approach based on RBF kernel for extraction 

aspects. Ruidan He et al., (2017), extracted coherent aspects using neural approach. 

They used attention mechanism in the training phase to minimize irrelevant words. 

Poria, S. et al., (2016), used Deep CNN with 7 layers plus Linguistics Patterns for 

extracting aspects in product reviews. Wang et al., (2016) proposed the method which 

combined both CRF and dependency tree for better aspect extraction. Wang et al., 

(2014), based on seeding words implemented the extraction of product aspects was done 

using two semi-supervised models. Collobert et al., (2011) initialized CNN with word 

embeddings to solve semantic role labelling and named entity recognition problem. 

YinYang et al., (2017), proposed (CAT-LDA) a two-layer topic model to extract 

hierarchical aspects i.e parent and child category. Lin Wang (2015), used Restricted 

Boltzmann Machines to extract aspects. Xu et al., (2017) and Li & Lam (2018), used 

deep learning model for extracting aspect and opinion items.  

 

3. Model 

The proposed model has three input layers. Three embedding layers word-embedding 

layer enriched word vectors using lexicons, domain embedding layer, POS embedding 

layer, CNN layers with ReLu-nonlinear activation function, fully connected layer, 

pooling layer for  

multiclass labels a softmax classifier is used for labelling y={B,I,O,E,S},with 

beginning, inside, outside, end and single of the aspect term. Figure 1. Shows the 

proposed CNN model 

 

 
 

Figure 1. Proposed Convolution Neural Network model 
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Pre-processing 

Mainly pre-processing is performed to clean and convert the reviews for further 

processing. We used python with NLP libraries are used for removal of numbers, 

converting acronyms, white spaces, tabs, stop words, words with length of 1 and special 

characters. Repeated letter words i.e “gooooood” or replaced with original form. All the 

review sentences are converted to lower case. 

Word Embeddings 

The three inputs google corpus, amazon reviews, POS tagging are mapped to vectors. 

Padding is performed to maintain the sentences of equal length. Let the input . i hw x +

1 ).( , , nx x x=  The three embedding layers representations are  glW for google + 

lexicon embeddings, dW for domain embeddings and pW  for POS Tag embeddings are 

fed to CNN. 

Convolution 

Convolution layer is mainly used to extract features. Filters of different sizes (3,4,5) are 

used on each matrix. The stride used in each layer if 1 to tag each word. The Relu is the 

activation function is used with the convolution operation. The features produced will 

be of the form. 

1

max(0, ( . ))
n

i i h

i

G w x b+

=

= +       (1) 

Where . i hw x +  is weight and vector of h-gram in a sentence. 

Max Pooling Layer 

Pooling operation is applied on the feature maps. The purpose of this layer is to extract 

maximum efficient features so max pooling is applied. The feature map obtained is the 

concatenation of three feature maps. Where n, m, o represents the filter sizes for google 

+lexicon features, domain features and POS features. 
1 1 1........ ........ ........n m o

gl gl d d p pf f f f f f f=           (2) 

To choose hyperparameters we applied cross-validation strategy. Overfitting is the 

major problem with deep neural networks if the parameters are high. Dropout 

regularization is added. 50% is considered as the dropout rate to avoid over fitting. And 

features are added to fully connected layer
1

max(0, ( . ))
n

i i h

i

G w x b+

=

= + . 

( * )K w f b= +        (3) 

Where w is the weight matrix, b is bias and   is Relu activation function. 

 

Softmax Classifier 

This is the final layer used for classification of aspects into classes with highest 

probability. 

ˆ arg max ( / , , ) arg max( / 1 )xwj aj k xwk aj

j j k

y P y j x w a e xe+ += = = =  

jw : weights of class j and
ja : bias of class j .The above-mentioned process is repeated 

for the complete training samples. 
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4. Experiments 

These datasets are a collection of Amazon reviews of four categories of products. 

Product categories included in the analysis of reviews include laptops, smartphones, 

cameras and wristwatches. From the E-commerce applications, 100 products are 

considered for each product category. Dataset details are presented in Table 1. 

 

Table.1: Dataset details 

Document attributes Values 

Documents reviewed 4,13,841 

Each review should include one 

sentence 

1 

Max. sentences per review 43 

Customer review average 5.98 

Review count for the product on 

average 

49.47 

 

Amazon reviews are used to train the domain embeddings. Electronic product reviews 

are collected from amazon. In this work, word embeddings are obtained from the 

Google News Corpus Word2Vec embeddings. We remove all stop words and non-

English words from the data during pre-processing. POS tags are applied to the obtained 

words. The table 2 below shows the experimental setup for the modified CNN model, 

which covers a variety of settings. 

 

Table.2: Experimental setup 

Parameters Value 

Filter size (3,4,5) 

No. of feature maps 100 

Pooling Function MAX 

Regularization (Dropout Rate) 50% 

Activation Function  ReLu 

Number of epochs 10 

 

By carefully adjusting the settings of the modified CNN, good accuracy was achieved. 

According to Pedro Domingos, "Bigger data are better than smart algorithms" which is 

also the case for our modified CNN model which is clear from accuracy metrics when 

considering the size of the reviews collection.  

      Figure-2 and Figure-3 shows that the model has different performances across the 

four different domains. 
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Figure 2: Comparison of the performance with in four domains 

 

 
Figure 3: Comparison of the performance with in four domains 

 

Table.3: Impact of the POS feature on the dataset. 

Domain Classifiers Precision Recall F-Score 

Camera WE 80.74% 74.15% 74.76% 

Camera WE+POS+DE 84.42% 75.21% 80.10% 

Cell phone WE 84.01% 80.32% 81.59% 

Cell phone WE+POS+DE 89.05% 83.47% 84.68% 

Wrist 

Watches 

WE 82.41% 73.26% 79.67% 

Wrist 

Watches 

WE+POS+DE 83.48% 77.25% 81.24% 

Laptops WE 86.35%  80.23%  82.17% 

Laptops WE+POS+DE 86.40%  80.77% 83.49% 

 

POS features were used in conjunction with word embedding features to achieve the 

65,00%

70,00%

75,00%

80,00%

85,00%

90,00%

Camera Cellphone Wrist
Watches

Laptops

WE

Precision Recall F-Score

70,00%

75,00%

80,00%

85,00%

90,00%

95,00%

Camera Cellphone Wrist Watches Laptops

WE+POS+DE

Precision Recall F-Score

218



Extraction Of Aspects from Online Reviews Using a Convolution Neural Network 

highest accuracy on this dataset. POS play an important role in extraction of aspects as 

well as word embedding, as demonstrated here. Impact of the POS feature on the dataset 

is presented in Table.3. 

 

5. Conclusion 

In this paper, three channel-based CNN for aspect extraction is introduced. Experiments 

are conducted on five different domains smartphones, camera, laptop, wrist watches, 

books. Python is used as acomputational environment. We determined the efficiency of 

using lexicon in word embedding layer. These carefully configured settings have helped 

the modified CNN architecture achieve good accuracy. 
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