
SAJEMS NS 6 (2003) No 3 439

A Panel Data Analysis of Crime in South Africa 
________________________________________________________________ 
 
F L E Blackmore 
 
Department of Economics, University of Pretoria 
________________________________________________________________ 
 
ABSTRACT 
 
This study analyses the determinants of crime in South Africa using economic, 
social and demographic variables.  The model is estimated using an unbalanced 
panel of 1044 observations for 15 crimes across the 9 provinces of South Africa 
over 8 years.  A comprehensive analysis of the crime situation is achieved using 
this data, since it combines the benefits of macroeconomic time series with 
microeconomic cross sectional series.  The statistical results identify significant 
effects for the income per capita, drug use, ratio of woman to men, the 
economically active population, degree of urbanisation, unemployment rate and 
age structure variables.  Only one third of all crimes are sensitive to changes in 
quantity of expenditure on total protection services.  Education and change in 
gross domestic product variables yielded insignificant results. 

JEL C10, D14, E24, J1 
 
1 INTRODUCTION 
 
South Africa, with its population of 44 million, 39 percent of whom are under the 
age of fifteen, has undergone tumultuous change over the past few years as the 
authorities came to terms with existing inequalities, generations of neglect, and a 
developmental backlog created as a result of years of disruption and student unrest 
during the struggle against apartheid.  South Africa is characterised by tightly 
controlled input markets which together with the social and economic implications 
of the past political regime have resulted in an unemployment rate of 30 percent.   
 
In addition the reintroduction of South Africa to the international stage brought 
about a tremendous increase in incidence of drug trafficking, vehicle theft, and 
hijacking, many of which can be linked to organised crime syndicates that have 
been found operating within the country (Brown, 2001).  Loopholes in the 
border control system exist and the relatively easy trafficking of contraband 
across South Africa�s borders is notoriously well known (SAPS, 1996). 
 
Currently South Africa is crippled by crime which seems unlikely to abate within 
the near future.  Private security has become one of the most profitable industries  
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employing well over 450 000 people (Brown, 2001).  Many suburban South 
Africans live in jail-like homes guarded by vicious dogs, razor wire, and armed 
security guards summoned by panic buttons.   
 
Region-specific and demographically representative monitoring of crime only 
began after the democratically elected government came to power in 1994.  The 
introduction of these statistics has made it apparent that something had to be done 
to control crime in South Africa.  In 1994 Interpol ranked South Africa as the 
second most dangerous country in the world with more than 60 murders per day 
compared to the rate of 9 in the United States and an international average of 5.5.  
It was also ranked as second in the world with respect to sex related crimes and had 
the highest number of rape cases reported (141 cases per day) (Builta, 1995). 
 
The study of the crime rate in South Africa is relevant from a national and 
international perspective. Within South Africa basic elements of human rights 
such as freedom of movement, personal security, the preservation of human dignity 
and in the final instance the very right to life, have been continually jeopardised by 
the effects of violent crimes and have traumatised the majority of the population.  
In fact the results of a survey indicate that as many as 25 percent of South African 
households have experienced some form of crime directly (Brown, 2001).  This has 
created a sense of anxiety and apprehension within the population. 
 
It is clear that the crime rate has also contributed to the loss of professionally 
skilled people if one accepts the official reasons that have been provided for 
emigration.  The cost of crime to the insurance industry amounts to approximately 
35 per cent of all insurance claims paid out.  These costs mentioned represent only 
some of the direct financial costs associated with crime, they do not include the 
indirect costs associated with crime.  Indirect crime related costs such as those 
costs associated with the criminal justice process, medical costs, and loss of 
working hours are not included (SAPS, 1996). 
 
Internationally the crime rate has a negative influence on investor confidence and 
consequently South Africa has been unable to attract the quantities of foreign direct 
investment it requires to attain the growth rate to enable it to address the inequities 
of the past, secure sustainable developmental programmes and focus on new 
national issues affecting the country such as managing the Aids pandemic.  The 
long-term survival of the economy relies on South Africa being able to take a 
position equal to its peers in the global economic environment as a stable and 
reliable trade partner.  Apart from the government and private investment required 
in order to help alleviate the backlog of social problems extensive long-term 
foreign direct investment is also essential (Abedian & Cronje, 1995). 
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A need therefore exists for an intensive study into the nature and causes of the 
crime rate in South Africa so that the correct policies can be put into place in order 
to control this serious socio-economic problem and barrier to long term economic 
growth and prosperity.  The aim of this study will be to determine the significance 
and magnitude of the impact of the social, economic and demographic variables 
that have been identified in the literature as possible determinants of crime in South 
Africa. 
 
 
2 THEORETICAL BACKGROUND 
 
Woman and girls in South Africa are increasingly victims of physical, sexual 
and psychological abuse irrespective of age, status, income, creed, colour or 
culture. Unemployed individuals accounted for 49 percent of the offenders of 
such crimes.   
 
Violent crimes (murder and attempted murder), which cannot be separated from 
the business dealings associated with organised crime, and crimes related to the 
social fabric of South African society (both categories of assault and rape), tend 
to have higher incidence in (SAPS, 1996b):- 
 
(i) areas experiencing a high rate of urbanisation with concomitant social 

problems like urban  unemployment, informal settlements which are 
difficult to police, high levels of relative deprivation and expectations and 
the displacement of rural support and value structures by peer group 
pressure (e.g. the phenomenon of gangs).  International and interregional 
migration further increases the problem of urban unemployment.  It is 
estimated that around 1000 people migrate to Johannesburg every month 
looking for work.  They usually become squatters and then apply for low-
cost public housing which is very difficult to get (Builta, 1995). 

(ii) property-related crimes that are associated with organised crime 
(syndicates involved in crimes like vehicle theft, commercial crime, and 
robbery with aggravating circumstances � including bank robberies, 
robbery of cash in transit and hijacking) seem to be more prevalent in 
Johannesburg and the areas surrounding it in the Gauteng Province. 

(iii) rural areas historically associated with the phenomenon of alcohol abuse. 
 
The South African government has made only infrequent mention of the crime 
problem and often seems to underplay its severity more often shifting the blame 
to the media for over-dramatising the crime situation.  The modest real overall 
increase in government spending on the criminal justice system means that in  
order to increase the state�s ability to come to grips with crime, reliance is, one 
hopes, being placed on better management and better-trained personnel than on  
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frivolous spending. Expenditure by the three crime-related departments (Safety 
and Security, Justice, and Correctional Services) has increased from R12.047 
billion in 1994/95 to R27.792 in 2000/01 � a nominal increase of 11 per cent per 
year over this time period.  The need to provide for South Africa�s rapidly 
increasing prison population has been accepted by the government, and thus the 
department of correctional services stands to benefit most.  More reliance seems 
also to be placed on improving skills and support systems than on increasing 
personnel numbers, which may be a step in the right direction (Gastrow, 1998). 
 
The cause of the high crime rate has been difficult to pinpoint.  Past analyses 
have indicated that crime generally has multiple attributing elements such as, 
economic recessions, poverty and unemployment, the inefficient level of crime 
expenditure, the age structure of the population, and even social and moral 
degradation (Fajnzylber, Lederman & Loayza, 2002).  The demographics of the 
South African population are changing the age structure of criminals and according 
to Hess (1997) there has been a boom in the number of child convicts. 
 
Crime perpetrated by individual criminals such as burglary of residential and 
business premises, common robbery, shoplifting, other theft and stock-theft, 
have been found to occur evenly around the country.  The explanation for the 
broader, and even rural, prevalence of these crimes is that the single criminal 
tends more often to be motivated by need than by greed (or economic profits), 
whereas in the case of organised crime economic profits, and not need, seems to 
be the predominant motivating factor (SAPS, 1996abc).  It is therefore implied 
that unfavourable socio-economic circumstances, especially urban 
unemployment resulting from rapid urbanisation, may contribute to a continued 
increase in crimes often motivated by individual need, whereas organised crime 
may be more inelastic to both the economic and political climate and thus cannot 
be expected to react significantly if economic and political inadequacies alone 
are addressed. 
 
It has also been suggested that other reasons for the high levels of crime include; 
government inaction to the crime situation, the lack of sufficient police presence, 
inadequate police training, a corrupt police force, a faulty justice system, ending 
capital punishment, and even the police and prisons civil rights union. (Smith, 
1997).  There has been a widespread belief that government expenditure on total 
protection services has not been adequate given the current crime situation in 
South Africa. This line of thought is however based on the assumption that 
increased expenditure on total protection has a deterrent effect and is thus an 
important avenue for combating crime. 
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3 METHODOLOGY 
 
The study of crime in South Africa can be approached from many angles 
because of the widespread influence of crime on different spheres of society and 
everyday life.  The economic model of crime focuses on the costs and benefits 
of crime, treating it as an alternative career or way of earning a living, in other 
words as a consumption model. This methodology assumes that rational choices 
are being made by rational individuals in order to calculate and compare the 
costs and benefits of illegal activities with non-criminal alternatives of earning a 
living.  The expected benefits from crime tend to be the difference between the 
windfall and the opportunity cost of the crime, while the costs are given by the 
penalties imposed on apprehended criminals (Fajnzylber, Lederman & Loayza, 
2002). Usually such models would include both supply and demand variables 
which enter implicitly into an individual�s decision making process. 
 
An improvement to the economic model of crime involves an interdisciplinary 
approach which can include social, political, economic and law enforcement 
variables in its design.  The focus of such an interdisciplinary model is broader 
than the economic model and includes other crime causation variables which 
may contain important information on the causes of crime.  Variables normally 
included in the interdisciplinary model are the following (Brown, 2001):- 
 
(i) clearance rate: Given a fixed manpower resource, the proportion of crimes 

that are cleared (the probability of apprehension) would be expected to be 
inversely related to the volume, and thus, to the rate of crime (Fox, 1978). 

(ii) conviction rate: The number of people charged of a crime who are 
convicted for that crime would be expected to be negatively related to the 
crime rate (Avio & Clark, 1976). 

(iii) average sentence received: This can be seen as a deterrent to crime if 
sentences are severe and should thus have a negative effect on crime 
(Avio & Clark, 1976). 

(iv) value of stolen/damaged property or a proxy thereof: Can be seen as the 
payment for crimes such as theft.  One would expect a positive relation 
with the crime rate (Becker, 1968). 

(v) standard of living variable such as income per capita: This represents the 
opportunity costs of crime.  Consequently, a negative relation to crime 
would be expected for this variable (Fajnzylber, Lederman & Loayza, 
2002). 

(vi) unemployment rate: A macroeconomic variable associated with the 
general health of the economy and would be predicted to have a positive 
relation to crime. 

(vii) education level would be expected to be negatively related to crime 
(Fajnzylber, Lederman & Loayza, 2002). 
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(viii) demographic indicators such as age distribution, and in particular the 
participation rate of those persons who are between the ages of 15 and 34, 
and a gender dummy variable - would both also be related to the crime 
rate (Shapiro & Ahlburg, 1986). 

(ix) other social, demographic, and economic indicators such as the number of 
citizens per police officer, racial group, number of people per household, 
home language, occupation, geographic location, consumer price index 
and gross domestic product could also be included in such a model and be 
expected to contribute to the crime rate (Schmidt & Witte, 1984). 

 
Data on these variables are usually used in a time series model in order to assess 
their relation to and effect on the crime rate.  Models following the economic 
model tend to explain around 90 percent of the variation in the crime rate 
indicating that a significant proportion of the crime rate can be explained by 
such a model.  A problem with the economic model of crime is its focus on the 
operation of the criminal justice system, which is severely limited with respect 
to crime causation theory (Brown, 2001).  A further problem with models of this 
nature is that in order for them to work properly and yield significant results 
large time series of data are required.  In general the conclusion derived from 
this approach are that crimes will be committed whenever the benefits of 
committing crimes exceed the possible costs associated with being apprehended, 
convicted, and punished for such crimes, and thus policy prescriptions usually 
focus on increasing the cost associated with criminal activity.  One of the 
pioneering studies on crime by Becker (1968), using the economic model of 
crime, indicates that increasing the probability of being punished is the most 
effective way to reduce the crime rate. 
 
With only 8 years of complete crime data available for South Africa, a reliable 
time-series regression model cannot be estimated due to insignificant degrees of 
freedom.  However, these data are available for all nine provinces as well as for 
many of the socio-economic variables and thus a cross-provincial panel data 
model has been chosen for this analysis. 
 
The longitudinal or panel data set follows fifteen crime types over time and thus 
provides many observations on each crime type in the sample.  Panel data sets 
for economic research have the following advantages over both cross-sectional 
and time series data sets (Hsiao, 1999):- 
 
(i) they contain a larger number of observations since they have both a cross-

sectional and time series component.  This results in greater degrees of 
freedom and thus improves the efficiency of econometric estimates 
(Fourtin, Keil & Symons, 2001). 
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(ii) panel data sets allow the researcher to analyse more complicated 
behavioural models than either pure cross-sectional or pure time series 
data sets.  Micro-dynamic and macro-dynamic effects cannot be estimated 
using cross-sectional data, while time series data cannot provide accurate 
estimates of dynamic coefficients. 

(iii) one is better able to control for the effects of omitted variables by using 
information given by both the intertemporal dynamic and the individuality 
of the entities being investigated. 

 
The fixed effects and random effects panel model specifications involve some 
form of aggregation and the assumption that the explanatory variables have 
identical impacts across crime types, and thus suffer from statistically biased 
results (Cherry & List, 2002).  The importance of the different explanatory 
variables tends to vary across different crimes because of the different �skills� 
that are required for perpetrating different crimes.  For example, to commit 
fraud, offenders are per definition employed, usually older than other criminals 
and also tend to be better educated and have higher incomes.  In contrast, the 
effects of income, education, and age differ for those who are likely to commit 
malicious damage to property.  This type of crime tends to be committed by 
offenders who are younger and for whom income represents a low opportunity 
cost because of their juvenile status (Foot & Stoffman, 1998).  It is assumed that 
due to the different �skills� required for each crime type the resultant coefficients 
would be significantly different so that pooling data in any form would be 
inappropriate in this case.  Consequently the appropriate estimation model to be 
used in this study is a seemingly unrelated regression (SUR) model in which a 
different set of crime equations are estimated with different coefficients for each 
of the equations. This technique captures estimation efficiency due to the 
correlation of errors across the different equations. 
 
 
4 DATA ANALYSIS 
 
The statistics on the 15 crime types (fraud, forgery and misappropriations, 
malicious damage to property, arson, common assault, rape and attempted rape, 
common robbery, attempted murder, murder, theft out of motor vehicles, theft of 
motor vehicles, shoplifting, stock theft, burglary from residential premises, bank 
robbery and carjacking) were collected for the months of January to September 
for the years 1994 to 2001 for all nine South African provinces (Northern Cape, 
Eastern Cape, Western Cape, Free State, Gauteng, Kwazulu-Natal, 
Mpumalunga, North West and Limpopo) and include the total number of 
transgressions over this period as well as the respective crime ratios calculated 
per 100 000 of the population. 
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The decision to use provincial data was based on data availability, as there was 
not enough national time series data available to construct a national time series 
model of crime.  Taking data for the nine provinces added significant degrees of 
freedom to the model and a substantial amount of additional variance in 
variables that are specific to a particular province and are thought to influence 
the crime rate.  Consequently, by using provincial data, there is scope for 
improving estimation efficiency and the power of statistical tests significantly. 
 
Data on 15 crime types were collected over an 8-year period resulting in a data 
set of 120 observations for each of the 9 provinces.  The 9 provincial data sets 
were then stacked to provide the final data set defined across the 15 crime types 
and over 72 observations (9 provinces for 8 years), resulting in a panel that 
should contain 1080 elements.  However for two of the crime types (carjacking 
and bank robbery) data for 1994 and 1995 is unavailable, and thus 36 elements 
(2 years for 2 crime types for 9 provinces) have been excluded from this data 
set, hence the classification of the model as an unbalanced panel data model. 
The final data set therefore contains a total of 1044 observations.  This stacked 
specification of the data was possible due to the fact that since all variables are 
ratios the data used is assumed stationary, and only stationary data can be pooled 
in this manner.  Another advantage of employing ratios is that the growth rate of 
the population figures are neutralised.  By using ratios artificial increases in the 
crime rate due to population growth, and not to a real increase in the incidence 
of crime, are avoided.  Ratios also enable one to compare the incidence of crime 
among different provinces or countries, notwithstanding differences pertaining 
to the size of populations.  Furthermore, comparisons involving ratios are also 
more appropriate than comparisons involving frequencies, as ratios generally 
indicate:- 
 
(i) the probability of becoming a victim of a specific crime. 
(ii) the presence of those factors, or combinations of factors, conducive to the 

incidence of specific crimes and which have to be addressed in order to 
combat these crimes effectively. 

 
The data was converted to logarithmic form in order to be able to interpret the 
resulting coefficients as elasticities. 
 
The expenditure on total protection services as a percent of gross domestic 
product variable and the proportion of the population that is male and between 
the ages of 15 and 34 years variable are both national variables and were 
collected from the Budget Review and Census Report respectively.  Data on the 
remaining explanatory variables was collected from various issues of the 
October Household Survey and the Labour Force Survey.  These variables are 
all specific to a particular province. 
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The fact that crime in South Africa is on the increase, or at best stable at a very 
high level, cannot be debated; however, the rate at which some crimes seems to 
have been growing can be brought into question.  There are two reasons why 
there may be errors in these data.  Firstly, accurate and region-specific (the nine 
new provinces) monitoring of crime only began after the democratically elected 
government came to power in 1994.  Up until that point in time crime statistics 
were available largely for minority areas only, whereas the crimes committed to 
the majority of the population were left, either unreported, badly documented 
and generally ignored by the government of the day.  Secondly, in traditionally 
black communities where crime rates are higher than in other areas, there is still 
a distrust of the police and vigilante justice is still common.  However, 
initiatives have been set in place to encourage crime reporting such as 
implementing a crime prevention campaign which calls on people to report 
crime, increasing awareness of crime and improving police availability.  These 
have both resulted in a significant increase in the number of crimes reported, 
without crimes themselves necessarily having increased. 
 
We need to take a closer look at all the variables included in this model, by 
classifying them into economic, demographic and socio-economic variables. 
 
4.1 Economic variables 
 
(i) Income per capita:  If crimes are motivated by need as opposed to greed, 

one would expect that there would be some relation between income per 
capita and the crime rate.  Generally one would expect a negative relation 
since greater income per capita represents a higher opportunity cost of 
committing crime, and consequently one would expect a lower crime rate 
(Brown, 2001).  However, the income per capita variable does not take 
account of the distribution of income.  It may be that the income of small 
proportion of the population increase by amounts large enough to affect 
overall income per capita leaving the income of the majority of people 
unchanged or even lower than before.  A study by Fajnzylber et al. (2002) 
found that income inequality was a robust determinant of violent crimes.  
In this case one could even expect a positive relation between crime and 
income, since an increase in income per capita represents a larger possible 
reward to criminal activity. 

(ii) Unemployment rate:  Generally there are two main ways of securing an 
income, either through legal job markets or illegal activities.  The bulk of 
the literature suggests that if the official unemployment rate is high then 
there is a certain incentive to switch to illegal activities to earn a living, 
and thus it is to be expected that there is a positive relationship between 
the level of unemployment and the crime rate. 
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(iii) Expenditure on total protection services:  Total protection services consist 
of three main national expenditure items; safety and security, justice and 
correctional services.  Theory suggests that increased expenditure on these 
three items would generally increase the probability that perpetrators of 
crimes are caught, successfully sentenced, and finally punished.  This 
increases the risk of criminal behaviour and thus requires an equal 
increase in return, which if not forthcoming make criminal activities less 
attractive relative to legal means of earning an income.  It is thus expected 
that increasing expenditure on total protection services would lead to a 
subsequent decline in the crime rate.  Other law enforcement variables, as 
given by the economic model of crime, are not available and thus 
expenditure on law enforcement was taken as a proxy for these variables. 

(iv) Growth rate of GDP:  This variable would take the phase of the business 
cycle into account. It is expected that a growing economy, and thus a 
positive growth in GDP value, would be associated with a decrease in the 
crime rate, since in an expanding economy the opportunity cost of crime 
increases. 

 
4.2 Demographic variables 
 
(i) Degree of urbanisation:  Urbanization is generally related to higher levels 

of criminal activity and thus in this study a positive relation is expected 
between urbanization and the crime rate.  Urbanization concentrates large 
numbers of people and wealth in a relatively small area thus providing 
increased opportunities for criminal activity. 

(ii) Proportion of the population that is male and aged 15 to 34 years of age:  
From studies such as Avio and Clark (1976), and more recently Foot and 
Stoffman (1998), one can conclude that the majority of crimes are 
committed by males aged between 15 and 34 years of age.  This implies 
that the larger the size of this cohort is in any given population, the higher 
the crime rate should be.  In other words a positive relationship is 
expected between this cohort size and the crime rate.  This variable is 
believed to decrease the moral cost of committing crime and increase the 
net earnings from illegitimate activities, resulting in a higher crime rate 
(Brown, 2001). 

(iii) Economically active proportion of the population:  The economically 
active portion of the population is defined as all those people between the 
ages of 16 and 65 years of age who are able to work.  The sign of this 
variable is generally expected to be negative if it is assumed that there are 
enough jobs available to absorb these economically active people and that 
there will be ample legitimate employment opportunities available.  If, 
however, there are not enough jobs available to accommodate the 
economically active portion of the population then criminal or illegal 
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alternatives of making money may be pursued and a positive coefficient 
can be expected.  

 
4.3 Social factors 
 
(i) Ratio of woman to men:  It is assumed that men commit the majority of 

crimes.  The larger the ratio of woman to men in any community would 
thus be expected to reduce the relative crime rate in that community since 
the proportion of those committing crime is relatively reduced.  This 
variable may also capture some positive ethical or moral effects 
introduced through the presence of a larger ratio of woman to men in any 
community.  This variable is assumed to increase the moral cost of 
committing cri-me and should thus lead to a lower crime rate. 

(ii) Number of drug possession offences:  This variable measures the effects 
that drugs and alcohol have on the crime rate.  It is expected that an 
increased consumption of alcohol and drugs are related to higher crime 
rates since use of these substances impairs the correct assessment of the 
risks and rewards associated with committing a crime and may also 
introduce a temporary departure from the assumption that criminals are 
rational when deciding on committing crimes. 

(iii) Education.  This variable is measured by the proportion of all learners that 
pass the senior certificate examination.  It is expected that this variable 
would be negatively related to the crime rate since greater educational 
levels create more legitimate income earning opportunities. 

 
 
5 EMPIRICAL ESTIMATION 
 
We estimate a crime equation of the following form 

ititiiitc εβα ++= x  
with 1044 observations on the 15 crime types, across the 9 provinces for the 8 
year period of 1994 to 2001.  There are a total of 9 regressors: the constant and 8 
explanatory variables included in xit.  The eight explanatory variables are those 
discussed in the previous section of this paper. 
 
5.1 Econometric Results 
 
The R-square value for the interdisciplinary SUR model has a value of 0.953, 
which indicates that over 95 per cent of the variation of the overall crime 
dependent variable can be explained by the variation of the eight independent 
variables.  This confirms that the estimated model fits the data well.  We will 
now take a more detailed statistical and economical look at the results achieved 
for each of the eight independent variables as explanatory variables of the fifteen  
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individual crime types.  Both the education and change in GDP variables yielded 
insignificant results and were excluded from the final model design.  
Educational attainment was also found to be insignificant in the study by 
Fajnzylber, Lederman and Loayza (2002). 
 
5.2 Interpretation of Results 
 
5.2.1 Economic variables 

 
(i) Income per capita:  According to the results in Table 1 the income per 

capita variable was found to be statistically significant for all crime types. 
 For twelve of the crime types the null hypothesis of an insignificant 
coefficient was rejected at the 1 per cent level of significance, while for 
the remaining three crime types this hypothesis was rejected at the 10 per 
cent level of significance.  This means that income per capita is an 
important explanatory variable for all crime types and should therefore be 
included in the crime model. 
 
Income per capita has a positive impact on the majority of crimes.  This 
can be explained by the fact that criminal activity is a substitute for 
legitimate employment especially in the case where there is an unequal 
distribution of income.  Thus, even though income per capita shows an 
increasing trend over time it is possible that this results as a consequence 
of large increases in income for a wealthy minority, while the incomes of 
the majority of people remain constant or even decrease.  In this case an 
increase in income per capita would represent a larger reward for criminal 
activity and thus the amount of such activity could be expected to 
increase. 
 
Stock theft, rape and attempted rape, and common assault all have 
negative coefficients suggesting that an increase in income would lead to 
decrease in these crime rates.  The negative coefficient for stock theft can 
be easily explained but the case for rape and common assault initially 
appear less convincing.  In the case of common assault, there are two 
possible explanations for the negative coefficient.  Firstly, higher income 
may reduce the levels of social tension and stress making people less 
likely to commit acts of assault or, alternatively, that there is not a great 
incentive to report such crimes and thus the data series may be unreliable.  
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A possible explanation of the negative coefficient for rape may be the fact 
that often rape goes hand in hand with other crime types that are 
perpetrated in order to gain materially, such as burglary of residences and 
common robbery.  Consequently any increases in income is likely to 
decreases the need for committing materially motivated crimes and thus 
incidence of rape may decrease too. 

 
(ii) Unemployment rate:  The coefficients of ten crime types reject the 

hypothesis of an insignificant coefficient at various levels of statistical 
significance, indicating that the unemployment rate should be included as 
an explanatory variable in these cases.  In general one would expect a 
positive relationship between the unemployment rate and the crime rate 
since higher levels of unemployment indicate that there are fewer legal 
opportunities of employment available, and thus the unemployed may 
have to turn to illegal or criminal means of earning income.  From Table 1 
one can see that this is in fact so for nine of the ten crimes for which 
unemployment is a significant explanatory variable.  However, for the 
case of common assault the coefficient has a negative sign indicating that 
increases in unemployment are related to a decrease in incidence of 
common assault.  Again a possible explanation for this could be that 
because of the lack of any material reward such crimes are not 
consistently reported and this could lead to the data giving spurious 
results. 

 
(iii) Expenditure on total protection services:  For only five crime types could 

the hypothesis of an insignificant coefficient be rejected, in four of these 
cases at a 1 per cent level of significance and in the fifth case at the 5 per 
cent level of significance.  In other words for the remaining ten crime 
types the hypothesis that the coefficients are insignificant could not be 
rejected indicating that for these crimes this variable is not a significant 
explanatory variable for the variation on the dependent variable.  The 
disappointing results obtained for this variable could possibly be 
explained by the fact that national figures were used as a proxy for the 
expenditure across all provinces and was thus not defined on a provincial 
basis.  It is common knowledge, however, that expenditure on the three 
components of total protection services differs vastly across the nine 
provinces and this variation is not included in this variable. 

 
Theory dictates that there should be a negative relationship between 
expenditure on protection and the crime rate since the probabilities of 
being caught, tried and punished generally increase, and with it the risk of 
committing crimes also increases.  The incidents of criminal activities will 
then decrease if it is assumed that the rewards from committing these  
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crimes remains constant or even increases, but at a lower rate than the 
risks thereof.  This appears to hold true for only one of the crime types, 
common assault.  For the other crimes, a significant positive relation 
exists indicating that increases in protection expenditure result in higher 
incidence of crime.  A possible explanation for this positive relationship is 
that there may exist a threshold level of protection expenditure above 
which the negative relation holds, but below which may have any sign.  
South Africa may not have reached this threshold level of expenditure yet 
and thus increases in expenditure have no deterrent effect on the crime 
rate.  It may also be the case that the level of expenditure actually adjusts 
to the crime rate in which case a higher crime rate would cause 
expenditure on protection to increase, hence the positive sign for many of 
these coefficients.  Corruption and possible government inefficiencies 
may also add to the conflicting results associated with the results of the 
coefficients of this variable. 

 
5.2.2 Demographic variables 
 
(i) Degree of urbanisation:  For eleven of the fifteen crime types this variable 

is highly significant and the hypothesis of insignificant coefficients is 
rejected at a 1 per cent level of significance in all of these cases indicating 
that this variable is a good explanatory variable for the variation of the 
dependent variable.  As mentioned earlier, a positive relationship is 
expected between this variable and the crime rate.  This is so because as 
relatively more people move to urban areas there is a resultant increase in 
both the concentration of people and wealth within a relatively confined 
area.  At the same time the large numbers of people have to compete 
against one another for employment and costs generally tend to be higher 
than rural areas, which increase the amount of income required for 
sustainability.  There is consequently a large incentive to earn income 
from illegal means.  Crimes that are generally not committed for material 
gain also tend to be higher in urban areas due to the increased levels of 
social pressure and the large diversity of people living in urban areas.  
From the model output it is clear that for all crime types, except for stock 
theft, this positive relationship is in fact upheld as is expected.  Stock theft 
tends to occur mainly in less populated rural areas and thus the negative 
coefficient for this variable is also justified by the fact that relatively more 
people living in urban areas implies that relatively fewer people are living 
in rural areas, and thus incidence of stock theft would be expected to 
increase, given that the probability of being caught is reduced together 
with the rural population. 
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(ii) Proportion of the population that is male and aged 15 to 34 years of age:  
For ten of the crime types the parameter nullity hypothesis can be 
rejected.  For ten crime types this variable has a significant impact at least 
at a 10 per cent level of significance.  Since the majority of crimes are 
perpetrated by young men aged between 15 and 34 years of age one 
would expect that an increase in the size of this cohort would lead to an 
increase in the crime rate.  From the results of the model one can see that 
there is in fact a positive relationship for seven of the crime types as 
expected.  The remaining coefficients have a negative sign indicating an 
inverse relation between this variable and the crime rate.  Again common 
assault has an unexpected sign, and again the explanation for this is that 
the data for this crime type may be incomplete or corrupt due to the low 
incentive to report incidence of such crimes.  Burglary from residential 
property and common robbery also exhibit inverse relationships between 
this variable and their crime rates.  Possible explanations for this negative 
relation is that perpetrators of such crimes are actually outside of this 
demographic cohort, since younger people generally have a size 
advantage over older people which gives them a comparative advantage 
when compared to older and larger people.  Evidence of the very young 
cohort (younger than 15 years of age) being involved in crime is provided 
in Brown (2001).  It may also be the case that much of the theft from 
residences may be committed by, or with the help of domestic employees, 
which also may fall out of the top end of this demographic. 

 
(iii) Economically active proportion of the population:  Eleven of the 

coefficients were found to be highly significant with the insignificant 
coefficient hypothesis being rejected at the 1 per cent level of significance 
for all of these cases.  Ten of these coefficients have a negative sign 
suggesting that the larger the economically active proportion of the 
population, the lower the crime rate.  Again the exception to this is stock 
theft where a positive sign for the coefficient is observed.  This can be 
explained by the fact that economically active people would generally be 
pulled away from rural areas where employment opportunities are 
relatively scarce, to urban areas where employment opportunities are more 
promising. 

 
5.2.3 Social factors 
 
(i) Ratio of woman to men:  For eleven of the crime types the insignificant 

coefficient hypothesis could be rejected in favour of the alternative 
hypothesis indicating that this variable is a statistically significant variable 
and thus should be included in the model of crime.  A negative 
relationship is expected for the coefficient of this variable since the more  
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women relative to men generally can be expected to lead to lower crime 
rates for most crime types.  In four cases this is in fact so, however for the 
remaining seven crime types a positive relation was found to exist 
between this variable and the crime rate.  There are a few possible reasons 
for this positive relationship.  Firstly, it may be that for certain crime types 
such as shoplifting, women are as guilty of committing these crimes as 
men in which case a positive relationship would be justified.  The second 
possible explanation for the positive relationship is that women generally 
make soft targets for many crime types and thus any areas where there are 
relatively more women then men one could expect more crimes against or 
involving women. 

 
(ii) Number of drug possession offences:  For twelve of the fifteen crimes this 

variable was found to be a statistical significant and the hypothesis of 
insignificant coefficients could be rejected generally at the 1 per cent level 
of significance.  One would expect that this variable be positively related 
to incidence of crime and for nine of the crime types this is the case.  For 
the remaining three crimes: bank robbery, carjacking and theft of motor 
vehicles a negative coefficient was found.  This can be explained by the 
fact that generally these three crimes require a higher level of cognitive 
functioning and may have been planned in great detail prior to the crime 
actually being committed.  Any use of alcohol or drugs will impair the 
cognitive functioning and thus the probability of success in executing 
their crimes. 

 
 
6 CONCLUSION 
 
The panel data study of crime across the provinces of South Africa provides 
strong evidence in favour of an interdisciplinary model of criminal behaviour 
that emphasizes the role of economic, social and demographic variables in its 
design.  The crime rate in South Africa has a far broader range of causes than 
those specified in the economic model of crime, and therefore emphasis on this 
model alone may only be able to explain a limited share of the crime problem. 
 
The most significant explanatory variables of the crime rate are income per 
capita, unemployment rate, degree of urbanisation, ratio of woman to men and 
drug possession offences respectively.  These variables indicate that the main 
motive for criminal behaviour in South Africa is need and not economic profit.  
This result suggests that the long term management and reduction in the crime 
rate is primarily associated with the economic and social environment within the 
country since increases in these variables tend to raise the opportunity cost of  
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criminal activities thus decreasing the returns to such activities and encouraging 
more legitimate behaviour. 
 
According to the results obtained the expenditure on total protection tends to be 
the least important determinant of the crime rate.  There are a number of 
possible explanations for this result.  Firstly, the relationship may be non linear 
with a positive relation between the variables being found up to some critical or 
threshold level of expenditure and after which any further increases in 
expenditure would yield a negative relationship to crime.  Secondly, since 
national expenditure data were used for this variable the data may contain 
spurious information resulting from aggregation bias.  Provincial specific data 
may yield more robust results.  Finally, this may not be a significant determinant 
variable of the crime rate in South Africa due to the fact that although 
expenditure increases over time law enforcement personnel may be inefficient 
due to the lack of adequate training and thus actual crime prevention may be 
minimally impacted.  Focus on this variable should thus be on the improvement 
in the quality of the law enforcement and policing personnel and not only on the 
quantity thereof. 
 
It can therefore be concluded that responsibility for combating crime lies not 
only in the hands of the department of justice and its focus on the criminal 
justice system, but also with most other governmental departments whose 
responsibilities include the reduction of unemployment and the improvement of 
economic and social conditions for more South Africans.  According to the 
finding of this study the crime rate will be most efficiently controlled by 
addressing those issues that have the greatest impact on the choices available to 
the majority of South Africans in terms of employment and income earning 
opportunities.  These choices are increased with greater education and 
employment opportunities, as well as with improvements in the basic 
developmental necessities required to attain a simple yet dignified standard of 
living. 
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