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Preface

In order to develop the training and research capabilities for public health in South
Eastern Europe a project funded by the German Stability Pact started in 2000. It was meant to
support the reconstruction of postgraduate public health training programs through different
activities, including the development of teaching modules. Originally planned to be on an
Internet platform only, the Forum for Public Health in South Eastern Europe (FPH-SEE)' and
the MetaNET project together with Hans Jacobs Publishing Company decided to publish this
training material also as hard copy volumes. The first book was published in 2004 and the
sixth one in 2010, together comprising around 3500 pages. After successful and widespread
use of the teaching modules of all six books between 2004 and 20112, the project coordinators
decided - again together with Hans Jacobs Publishing Company - to publish a 2™ fully revised
edition of selected modules as e-book.

The 2™ edition has been prepared for publication in two volumes under the titles
Health: systems — lifestyles — policies (Volume I) and Health Investigation: analysis —
planning — evaluation (Volume II). Volume II comprises the collection of 43 teaching
modules, written by 49 authors from 10 countries. The teaching modules in this book cover
population health, special methods and applications as well as planning and evaluation. The
authors had full autonomy in the preparation of their teaching modules. They were asked to
present their own teaching/training materials with the idea to be as practical and lively as
possible. Having that in mind, the reader, and the user of the modules of this book may
sometimes find that some areas are not covered, some are just tackled, and some are more
deeply elaborated. The role of the editors was more to stimulate the authors to write and to
revise modules, than to amend or edit their content.

The project coordinators and the editors of the 2™ edition are very grateful for the
continuing interest of the authors to publish their material and share their experience. We look
back to more than a decade of cooperation and networking and are happy to see the fruits of
this work grow ripe. We are confident that the selected 2™ edition will stabilize this success
and contribute to lead South Eastern European Public Health into a future of excellence and
stability.

Zagreb, 30" November, 2013
The coordinators: Professors Luka Kovacic (Croatia) and Ulrich Laaser (Germany)
The editors: Professors Genc Burazeri (Albania) and Lijana Zaletel Kragelj (Slovenia)

1 http://www.snz.unizg.hr/ph-see/index.htm

2 Zaletel-Kragelj L, Kovacic L, Bjegovic V, Bozikov J, Burazeri G, Donev D, Galan A, Georgieva L, Pavlekovic G, Scintee
SG, Bardehle D, Laaser U (2012) Utilization of teaching modules published in a series of handbooks for teachers, researchers and
health professionals in the frame of “Forum for Public Health in South Eastern Europe - Programmes for training and research in public
health” network. Slovenian Journal of Public Health 51/4: 237-250
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Learning objectives

At the end of this topic student will be able to:

e describe and explain basic measures of health and disease such as incidence rate, cumulative
incidence, prevalence, mortality rate, case- fatality ratio;

o calculate specified rates and proportions;

e understand and explain the person-time concept;

e describe methods for rates adjustment and understand the principles and limitations of
standardization;

o understand epidemiological literature that uses and refers to the concepts outlined above.

Abstract

The epidemiological research is inquiring into the frequency of occurrence of states and events of
health. The first-order focus needs to be on concepts pertaining to rates of occurrence. A distinction
between prevalence (of states) and incidence (of events) is made. A population at risk must be
defined clearly. Any measure of occurrence is impossible to interpret without a clear statement of
the period during which the population was at risk and the cases were counted. Further on rates, one
should distinguish between the overall rate and specific rates. This leads to the concept of
adjustment and this, in turn, to the concept of mutually standardized rates.

Teaching methods

The teaching method recommended:
o the introduction lecture relating to basic definitions and concepts;
e the distribution of the literature to small group (3-4 students);
o the guided discussion within each group and added explanations;
o the distribution of exercises to each group;
e overall discussion.

Specific recommendations
for teachers

work under teacher supervision/individual students’ work proportion: 30%/70%;

facilities: a computer room;

e equipment: computers (1 computer on 2-3 students), LCD projection equipment, internet
connection, access to the bibliographic data-bases;

e training materials: recommended readings or other related readings;

e target audience: master degree students according to Bologna scheme.

Assessment of students

‘Written examination with calculation of rates.
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INTRODUCTION TO THE MEASUREMENT OF HEALTH AND
DISEASE

Tatjana Pekmezovic

Theoretical background

Introduction
The fundamental epidemiological measure is the frequency with which the events of interest (usually
disease, injury, or death) occur in the population to be studied. The targets in epidemiological investigations
are populations.
The frequency of event can be measured in different ways, and it can be related to different
denominators, depending on the purpose of the research and availability of data (1).

Ratio, proportion, rate
Measures of health and disease are the ratios. The ratio is the value obtained by dividing one quality by
another; for example, sex ratio (or male to female ratio) (2). We distinguish between proportions and rates:
1. The proportion is a type of ratio where the numerator is included in the denominator. The ratio of a part
to the whole can be expressed as a (2):
e “vulgar fraction” (1/2),
e as a percentage (50%), and
e as adecimal (0.5).
2. The rate is a measure of the frequency of occurrence of a disease or other health-related events. The
components of a rate are:
e the numerator (number of events),
o the denominator (the specific period in which events occur), and usually
e a multiplier a power of 10 (10").

A true rate includes the sum of time units of exposure for all people at risk (person-time concept). It
is useful in small populations. In large populations, a mid-period population usually can be considered a
good estimate of the average number of people at risk, for the outcome during the time period. The mid-
period population, as approximation, is often used as the denominator (1). It is very important to underline
that the population at risk must be defined clearly. All people who are not usually resident in that area, and
those who are not at risk of the event under investigation, must be excluded from denominator (3). A
difference between true rate and rate in a classical epidemiological sense is presented in a separate module
in this book.

The rates usually have values less than 1, and decimals are awkward to think about and discuss.
Therefore, rates are usually multiplied by a constant multiplier, either 100 or else, 1000, 10,000, 100,000,
1,000,000 in order to make the numerator larger than 1 and therefore easier to discuss (1).

Types of measures of occurrence

According to the concept of incidence and prevalence
The most frequent measures of occurrence of health-related events include incidence rate (IR),
prevalence (PREV), cumulative incidence (CI), mortality rate (MR), and case-fatality ratio (CFR).

1. The incidence rate

The incidence describes the frequency of occurrence of new cases during the time period. The incidence rate
(person-time incidence rate, also called incidence density) is the number of new occurrence of disease in the
study population during the time period, divided by the sum of time that each person in the population
remained under observation and free of disease. In other words, the denominator of incidence represents the
number of people who are at risk for development of disease. The incidence rate is a direct indicator of risk
of disease in a population investigated and it is a measure of efficiency of preventive measures (7). This
measure is presented in detail in a separate module in this book.

2. The cumulative incidence

The cumulative incidence is the proportion of people who become diseased during a specified period of
time. Both the numerator and denominator include only those individuals who at the beginning of the period
are free from the disease and therefore are at risk of getting it. The cumulative incidence depends on the
incidence rate and the length of the period at risk. The cumulative incidence (risk) and the incidence rate
(person-time incidence rate) can be mathematically related (Equation 1):



Cl=1-el"t) Equation 1.

CI = cumulative incidence
I = person-time incidence rate
t = length of follow-up

Different methods of calculation of cumulative incidence are presented in detail in a separate
module in this book.
The cumulative incidence is a useful approximation of incidence rate when the rate is low, or when the
study period is short (8).

3. The prevalence

The prevalence is the proportion of the population affected by a disease at a given point in time.
The proportion of population that has a disease at a point in time (P) and the rate of occurrence of new
disease during a period of time (I) are closely related (Equation 2):

— Equatio
P=1Ixt n2.

P = point prevalence
I = incidence
t = length of duration of disease

Prevalence does not involve measurement of risk. This measure is helpful in assessing the need for
health care and the planning of health services (7). In the medical and public health literature, the word
prevalence is often used in two ways:

e point prevalence: implies the prevalence of a disease at a given point in time;
e period prevalence: involves the number of people who have had the disease at any time during a
certain period of time.

4. The mortality rate

The mortality rate is the number of deaths in a specified period of time in a given population (a
mid-period population). Mortality is a measure of risk of death in populations and efficiency of preventive
measures (8). The same principles mentioned in the discussion of incidence apply to mortality: for a rate to
make sense, anyone in the group represented by the denominator must have the potential to enter the group
represented by the numerator.

5. The case-fatality ratio

The case-fatality ratio is the number of deaths from a disease in a specified period of time, divided by
number of diagnosed cases in the same period. The case-fatality ratio is a measure of the severity of disease and
efficiency of treatment procedures (9). In other words, the case-fatality ratio is the percentage of people diagnosed
as having a certain disease who die within a certain time after diagnosis.

According to different types of adjustment
There are three broad categories of measures according to different types of adjustment:
e crude measures;
e  specific measures, and;
e standardized measures.

1. Crude measures

The measures that apply to an entire population, without reference to any characteristics of the
individuals in it are crude measures (for example, annual mortality rate from all causes of death in a
country).

2. Specific measures
Specific measures may be specific according to age, sex, cause or some other characteristic (for
example, annual mortality rate from breast cancer in females).

3. Standardized measures

Standardized measures are very useful when we compare two populations with different age
structures. In this way, the effect of age as a confounding variable may be controlled. The essence of
standardization is comparing the investigational populations with standard populations with a known age
structure. The standard population is a hypothetical population, and choice of it depends on the purpose of
the analysis. For international comparisons, European, or World standard populations are favoured (4).

There are two methods of adjustment, direct or indirect:



¢ In the direct method of standardization, the age-specific measures of two (or more) populations to
be compared are applied to a reference population known as the standard. This is done by
multiplying each age-specific measure of a population to be compared by the number of persons in
the corresponding age group of the standard population. This way, one derives the expected numbers
of deaths that would have occurred in populations being compared. Dividing each of the total
expected numbers by the standard population leads to the adjusted, or standardized measures (5).
This procedure is presented in detail in a separate module in this book.
Direct standardization is useful to compare different areas/regions/countries with each-other and to
evaluate trends over time. However, in order to be calculated, it requires age-specific rates and
cannot be used in case of rare events.

¢ Indirectly standardized measures compare the actual number of events in an area with the

expected number of events based on mortality measures of a standard population. This method is
often used to look at differences in mortality rates, and is often referred to as standardized mortality
ratio (SMR). The standardized mortality ratio is the ratio of observed to expected number of deaths,
expressed as a percentage. A SMR greater than 1.00 indicates that the observed number of deaths
exceeds the expected number, and a SMR less than 1.00 indicates that the observed number of deaths
is less than the expected number. It can also be used to look at other events such as, for example,
hospital activity. The observed figures come from the local area, and the expected numbers from
applying the death rates of the standard population to the local population. The following steps are
used to calculate the SMR:

» find the age-specific death rates in the standard population;

» find the age-specific populations in the observed area;

» calculate the expected deaths in each of the age groups by multiplying the population in area A
by the death rate in the reference population;

> add up the number of deaths in each age group to get the total number of expected deaths.

Indirect standardisation is more robust with small numbers and avoids the distortions caused by
direct standardisation based on unstable age-specific rates (3,4).

Indirect standardization is useful to determine if disease incidence/mortality is high or low in one
area only and if it is a rare disease and therefore number of deaths in population groups is small. A
drawback of this method is that it cannot compare SMRs with each-other unless population structures are
identical, nor can it look at trends over time.

The decision to use crude, standardized, or specific measures depends on the information that an
investigator is trying to obtain or impart:

o crude measures represent the actual experience of the population and provide data for the allocation
of health resources and public health planning. Although they are easy to calculate and widely used
for international comparisons, the fact that these values may be confounded by differences between
underlying population structures make any observed differences in crude measures difficult to
interpret.

e specific measures are unconfounded by that factor and provide the most detailed information about
the pattern of the disease in a given population.

e standardized measures provide a summary value that removes the effect of the differences in
population structures and allows for valid comparisons between groups, or with a certain group over
time. The actual value of the standardized measures is meaningless, however, since it has been
statistically constructed based on the choice of a standard.

Finally, depending on the nature of the information required, one or a combination of different
measures can be chosen (6).

Case study

Mortality rates from breast cancer in women in two units in Belgrade

Introduction
In two urban units in Belgrade, mortality rates from breast cancer (BC) in women were as presented
in Tables 1 and 2:



Table 1. Mortality rates (Mt) from breast cancer (BC) in women from urban unit A in Belgrade

Age group No. of women No. of deaths from BC Mt/100,000
0-19 25,138 0 0

20-29 14,961 1 6.68
30-39 18,249 3 16.64
40-49 17,251 8 46.37

50-59 16,849 23 136.51
60-69 13,187 13 98.58
70+ 9980 9 90.18

All ages 115,615 57 49.30

Table 2. Mortality rates (Mt) from breast cancer (BC) in women from urban unit B in Belgrade

Age group No. of women No. of deaths from BC Mt/100,000

0-19 6722 0 0
20-29 3545 0 0

30-39 5832 1 17.15

40-49 5173 3 57.99

50-59 4770 5 104.82

60-69 6485 7 107.94

70+ 5554 9 162.04

All ages 38,081 25 65.65

Comparison of the overall and age-specific mortality rates
First, we will show how overall and age-specific mortality rates from BC could be computed and
compared.

The following questions could be posed:
1. Are mortality rates higher in unit A, or unit B?
2. Are there any reasons for this situation?
3.How can the difference between age-specific and crude mortality rates be explained?
4.How can the problem of comparability be overcome?
5. What is essential in standardization?
6. How can the standard population be chosen?

In the example mentioned above, we chose World population as a standard. Calculation of
standardized mortality rates for BC in units A and B are summarized in Table 3:

Table 3. Calculation of standardized mortality rates for breast cancer in urban units A and B in

Belgrade
Unit A Unit B
@ 2) 3 2x3) 5) 2x5)
Age group Standard Mt/100,000  No. of expected Mt/100,000 No. of expected
population deaths deaths
0-19 40,000 0 0 0 0
20-29 16,000 6.68 1.07 0 0
30-39 12,000 16.64 1.97 17.15 2.06
40-49 12,000 46.37 5.56 57.99 6.96
50-59 9,000 136.51 12.29 104.82 9.43
60-69 7,000 98.58 6.90 107.94 7.56
70+ 4,000 90.18 3.61 162.04 6.48
No. of all expected 3140 32 49

deaths

Computation of standardized mortality ratios (SMR)

In continuation, we can pose a question: what are the standardized mortality rates from BC in units A
and B?

For answering this question, we will use data from the following table (Table 4) (Adapted according
to Hennekens & Buring, 1987) (6):



Table 4. Computation of standardized mortality ratios
(Adapted according to Hennekens &Buring, 1987) (6)

Age group  Population Mt/100,000 No. of expected deaths  No. of observed deaths

) (0] (€)] 2x3) “@
10-19 74,598 12.26 9.14 10
20-29 85,077 16.12 13.71 20
30-39 80.845 21.54 17.41 22
40-49 148,870 33.96 50.55 98
50-59 102,649 56.82 58.32 174
60-69 42,494 75.23 31.96 112
Total 534,533 181.09 436

Final calculation is presented in Equation 3.

436
SMR, 0-69years —

181.09 x100 =241 Equation 3.

Exercises

Teaching methods for this topic, among others, would include the distribution of different
exercises in small groups of students and calculation and explanation of different measures of health-related
events (all tasks are adapted from ref. 9).

Task 1: In 1997, there were 39 cases of myocardial infarction in town A among people aged
50-54 years. The number of person-time was 515,212 in that age group. Calculate the incidence rate of
myocardial infarction.

Task 2: A sample including 2368 women at the age group 70-74 years was selected from the
population of town B. After examination, 80 were assigned the diagnosis of rheumatoid arthritis.
Calculate the prevalence of this disease.

Task 3: Of 229,400 children born in a given region, 411 had one congenital malformation at
birth. Which measure of occurrence of congenital malformation can be calculated? Calculate this.

Task 4: Assume that in a population of 100,000 persons, 20 people contracted tetanus. In one year,
18 people died from that disease. Calculate the incidence rate, mortality rate and case-fatality ratio. Explain
why the same disease has low incidence and mortality rates, but high case-fatality ratio?

Task 5: One research evaluated the frequency of depression among patients with dementia. In
2002, a total of 201 patients with dementia were included, of which 91 had already had depression. In the
following year, 7 patients presented with symptoms of depression. Calculate incidence rate of depression in
2003.

Task 6: In a study in the country A, the frequency of stroke was measured in 228,525 women who
were 30-45 years of age and free from coronary heart disease, stroke and cancer in 1997. A total of 546
stroke cases were identified during 10 years of follow-up. Calculate the cumulative incidence.

Assessment of students (types of questions):

1. The risk of acquiring a certain disease is best expressed through:
a) prevalence
b) incidence rate
¢) mortality rate
d) survival rate
e) none of the above

2. Which of the following are considered measures of the occurrence of disease:
a) incidence rate
b) prevalence
¢) cumulative incidence
d) mortality
e) all of the above

3. The incidence rate of a disease is 5 times greater in women than in men, but the
prevalence shows no sex-difference. The best explanation is:
a) The crude all-cause mortality rate is greater in women.
b) The case-fatality ratio for this disease is greater for women.

8



¢) The case-fatality ratio for this disease is lower for women.
d) Risk factors for developing the disease are more common in women

4. Which of the following is a good measure of the severity of an acute disease:

a) cause-specific death rate
b) survival rate

c) case-fatality ratio

d) standardized mortality rate
e) none of the above

5. The most appropriate measures to compare disease occurrence between
developed and developing countries in all age groups are:

a) crude rates

b) age-specific rates
¢) standardized rates
d) survival rates

e) all of the above

6. Age-adjusted death rates are used to:

a) correct death rates for errors in the statement of age

b) determine the actual number of deaths that have occurred in specified
age groups in a population.

c) correct death rates for missing age information

d) compare deaths in person of the same age group

e) eliminate the effects of difference in the age distributions of
populations in comparing death rates

7. Direct standardization is used when investigating:

a) rare diseases

b) disease occurrence in populations without age-specific rates
c) disease rates in one region only

d) disease occurrence in populations with age-specific rates

e) populations of the same age structures

8. Indirect standardization method (circle the answer which is NOT correct):

a) is expressed as percentage

b) does not require age-specific rates of the population

¢) is used for comparisons in the same age structures

d) is used for comparisons of disease rates in one region only
e) cannot be applied for time trends
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Learning objectives

After completing this module students should:
¢ know how to organize data for statistical and epidemiologic description;
e be familiar with basic statistical description of data (frequency distribution, typical values of
distribution);
o be familiar with basic epidemiologic description of data, and
o be aware of existence of different ratios, used in epidemiology.

Abstract

As in any other profession, in public health (PH) too, the research process (in this profession the
research issues are different kinds of health problems of a population and their determinants) takes
a very important role. Organizing and describing data is the very beginning of this process.

The module is describing basic principles of statistical and epidemiologic description of the data.

Teaching methods

An introductory lecture gives the students first insight in characteristics of organization and
description of data, statistics and epidemiology. The theoretical knowledge is illustrated by three
case studies.

After introductory lectures, students first read carefully the theoretical background of this module
and complement their knowledge with recommended readings. Afterwards, they work in pairs with
data sets and perform two extensive tasks. Students use computer programmes to complete their
exercise. Students are stimulated to compare their results with results of the other pairs and discuss
the possible differences.

Specific recommendations
for teachers

o work under teacher supervision/individual students’ work proportion: 30%/70%;

o facilities: a lecture room, a computer room;

e equipment: computers (1 computer for 2-3 students), LCD projection, access to the Internet and
statistical programmes (recommended: SPSS);

e training materials: recommended readings or other related readings;

o target audience: master degree students according to Bologna scheme.

Assessment of students

Written report on analysis of a given data set.
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ORGANIZING AND DESCRIBING DATA

Lijana Zaletel-Kragel;

Theoretical background

Introduction

Why to organize and describe the data in public health

As in every other profession, in public health (PH) too, the research process takes a very important role. In
PH the research issue is different kinds of health states/problems of a population (i.e. diseases, disabilities, injuries,
deaths), and their determinants (1-6). Organizing and describing data is the very beginning of this process.

Research process in public health

The phases of this process are similar to other research processes in medicine (i.e. in clinical medicine,
laboratory medicine etc.) and in fact represent a very important part of the whole process of solving health problems.
The phases are as follows (Figure 1):

Figure 1. The levels of research process in public health
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In the first part of the process we are describing and analyzing the problem from the population level through
level of an individual to the laboratory level (Figure 1) aiming at discovering the most appropriate measure for
solving it. In the second part, first testing of safety and efficiency of the measure at the level of an individual before
mass application takes its role, and afterwards the evaluation of efficiency at the population level. In solving some
health problems the individual level could be skipped (in phenomena which could not be measured at an individual
level like different kinds of environmental or community phenomena).

In the process of organizing and describing data in PH research, the statistical methods take a very important
role. The relationship between PH, epidemiology and statistics is as follows:

1. PH is defined as one of the organized efforts of a society to protect, promote, and restore the people’s health. It is
the combination of sciences, skills, and beliefs that is directed to the maintenance and improvement of the health
of all the people through collective or social actions (1,4,7). One of these sciences, also being one of the
important branches of medicine itself, is epidemiology.
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2.

Epidemiology in its broadest sense is defined as the study of the distribution of health states (different kinds of
diseases or other phenomena related to the health of the people) and their determinants in specified populations,
and its application to the control of health problems (1,4,7). Statistical methods represent one of the most
powerful tools in epidemiology.

Statistics is defined as the science and art of collecting, summarizing and analyzing data that are subject to
random variation (1). It is represented by a huge set of different methods adequate for different situations.
Statistical methods take their role in (1,4):

o description of health phenomena - descriptive statistics - and are used in descriptive epidemiology (activities
to study occurrence of disease or other health-related characteristics in human populations; it is concerned
with where, when and how frequent such phenomena are), and

o analyzing of health phenomena - the methods of analytical statistics - and are used in analytic epidemiology
(usually concerned with identifying or measuring the effects of risk factors, or with the health effects of
specific exposures).

Organizing data

Data matrix
For good-quality research, it is of basic importance to have data well-organized and prepared for both

description and analysis. As the methods for both kinds of activities are statistical methods, it is very important to
follow the rules of preparing the data in an adequate structure for statistical analysis.

The appropriate structure is a data matrix (1). This is the structure in which data of all observational units and

all observed attributes of units are organized in a table (Figure 2). The basic element of this table is a cell. The cells
are organized in a matrix with rows and columns. The meaning of elements of this table is as follows:

1. Cell — the record of a piece of information (lat. datum) on single attribute (variable) of a single unit of

observation (statistical unit),

2. Row - the record of values of all variables for a single unit,
3. Column - the record of values of all units for a single variable.

Figure 2. Organization of data for statistical description and analysis
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Statistical description of data

Overview of foundations of statistics

Basic statistical concepts

1.

w

There exist four basic concepts in statistics (1,4,8,9):

Statistical population — the whole collection of units of phenomenon under study subjected to statistical
methods,

Statistical unit — every single element (member) of statistical population,

Statistical variable — every single characteristic (attribute, phenomenon) of statistical unit under study,
Statistical sample — a selected subset of a statistical population; it may be random, or non-random; it may be
representative, or non-representative.

All these concepts are closely related to each-other:

e when we are performing statistical observation of a certain phenomenon, the subject of interest is a whole
mass of members, called statistical population,
e one single member of this mass is called unit of observation or statistical unit,
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the units have the attributes of their own. As these attributes can have different values (they vary), we call
them variables,

usually we cannot observe the whole population under study, so we draw a sample from the population. In
that case, we describe first the statistical features of the sample and then we generalize to the overall
population.

The relationship among these basic concepts is also shown in Figure 3.
The key concept in statistics is the concept of statistical variable or more precisely the concept of random

variable, or variate (1,10,11). According to Last et al., a variate is a variable that may assume any of a set of values,

each

with a pre-assigned probability (1).
Figure 3. Basic concepts in statistics and their respective relationships
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Concepts related to statistical activities

In statistics, we can perform the following kinds of activities (8,9):

Statistical description — the process of summarizing the characteristics of data under study (at the sample or
population level); we call this process descriptive statistics,

Statistical relationship analysis - the process of analysis of relationships between dependent (effect) and one
or several independent (causes) variables (phenomena),

Statistical inference — the process of generalization from sample data to population, when the observation is
not performed in a total population, but only in a (representative) sample, usually with calculated degrees of
uncertainty; we call this process inferential statistics.

If we observe the total population, we perform only the methods of descriptive statistics. When only the

sample is available we usually need to perform description and inference, whereas relationship analysis could be
performed in both situations.

Which methods are to be used depends on statistical features of variables under research.

Concepts related to statistical variables
Statistical description and inference are closely related to the concept of statistical variable. Here we shall

introduce some other concepts, also closely related to it.

Values of variables and their distribution
The first two important concepts are:

1. variable values — every single variable can take two or more different values,

2. distribution of variable values — the complete summary of the frequencies of the values of a single variable
(some of the values are more frequent than the others); it can tell the number or the proportion of the whole
group of observations to be of each value out of all observations.

Classifying variables

The variables, or more precisely their values, could have various statistical features. Regarding these

features they could be classified in several ways (1,4,12):

1. Regarding the expression of their values to:
e numerical variables — variables, values of which are expressed by numbers (e.g. weight, number of
patients per day),
e categorical (qualitative, attributable) variables or attributes — variables, values of which are expressed only
by description (e.g. sex),

2. Regarding the possibility of infinitive number of their values to:
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e continuous variables — variables with potentially infinite number of possible values along a continuum
(e.g. weight, height),
e discrete variables — variables values of which could be arranged into naturally or arbitrarily selected
groups of values (e.g. number of patients per day),
3. Regarding the ordinality of values to:
e ordinal variables — variables values of which are classified into ordered categories (e.g. social class),
e nominal variables - variables values of which are classified into unordered categories only by equality or
inequality (e.g. race, religion, country),
4. Regarding the number of distinct values to:
e dichotomous or binary variables — variables with only two possible values, often contain information of
having the characteristic of interest or not,
e polytomous variables — variables with more than two possible values,
5. Regarding the interrelationship between two or more variables to:
e dependent variables — variables values of which are depending on the effect of other variables
(independent variables) in the relationship under study,

® independent variables — variables that are hypothesized to influence the values of other variables
(dependent variables) under study.

All these classifications could be related to each-other. When we put the classification on numerical and
categorical variables in the central position and link it to all other classifications, then we get (Figure 4):
e numerical variables are continuous or discrete, only ordinal and polytomous and they could be dependent or
independent,
e categorical variables are only discrete, dichotomous or polytomous, ordinal or nominal and they could be
dependent or independent.

Figure 4. Various classifications of variables and the linkage of classification into numerical and attributable
variables with all other classifications
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This linkage leads to classification of types of variables.

Types of variables
Usually we are classifying variables into four main categories (5,13):
1. Numerical continuous variables,
2. Numerical discrete variables,
3. Categorical ordinal variables, and
4. Categorical nominal variables.

This sequence of types of variables represents also their hierarchy regarding the amount of information
encompassed in each of them. In the direction from numerical continuous to categorical nominal variables, the
amount of information is decreasing. In this direction also the transformation from one type to another is possible but
it is not possible in the opposite way (Figure 5).

‘What does the amount of information means and what means reducing it, would be more understandable in
an example presented in “Case study 2”.

In the phase of planning and designing the study it is very important to be aware that the information could
be reduced anytime but could never become more precise unless we acquire it once again.

Classifying the variables into right types is very important for deciding which method is to be used in
describing variables, and examination of the relationships between them.
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Figure 5. Hierarchy of types of variables regarding the amount of information encompassed in each of them
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Concepts related to probability distributions
Some of variable values are more frequent than the others — they are more probable. The way how frequent
the values of the particular variable are is called probability law of the variable. The distributions of values of
variables are therefore called probability distributions. According to Last et al., probability distribution for a discrete
random variable is the function that gives the probabilities that the variable equals each of a sequence of possible
values, while for a continuous random variable is often used synonymously with the probability density function —
the frequency distribution of a continuous random variable (1). We could roughly classify probability distributions
into two groups:
1. Empirical probability distributions — distributions observed in real situation,
2. Theoretical (mathematical) probability distributions — mathematical idealization of distributions observed in
real situations.
By far, the most important theoretical probability distribution is known as Normal or Gaussian distribution
(1,4,89,11,14).
Other also important theoretical distributions (all of them are families of similar distributions, varying with
regard to the number of observations) are (1,4,8,9):
e Student’s t distribution,
e binomial distribution,
e chi-square distribution,
e Poisson distribution,
o Fisher’s F distribution.

Theoretical probability distributions are very important as many statistical methods are based on the
assumption that the observed data are a sample drawn from a population with known distribution. If such assumption
is reasonable (it could never be checked whether it is true) the use of statistical methods becomes simple. But here
we have to warn that if the assumption of distribution under study is not reasonable and we proceed with the
activities, we could make the misleading conclusions.

Process of statistical description of data
Statistical description of data is a set of consecutive procedures used for describing the empirical distributions
in an agreed way. The result of these procedures is:
1. Description of a shape of distribution, and
2. Determination of measures which summarize the features of the shape.

When statistically describing data we can choose between methods that make assumptions on theoretical
probability distributions, called parametric methods (the origin of this term will be discussed later) and those which
make no such assumptions, called non-parametric or distribution-free methods (8,9,14).

Presenting Data
The presentation could be numerical or graphical:
1. Numerical data presentation - ordered series and frequency distribution.
The very first step in describing data statistically is to put data in order by making first an array and then a
frequency distribution table:
e ordered series or an array (10) - arrangement of values of a variable in order, usually from the lowest to the
highest value,
e frequency distribution - we summarize the frequency of every single value of a variable in ordered series in
a table in which we usually insert two kind of frequencies:
— absolute frequency called usually simple frequency - the number of units with particular value of a
variable,
— relative frequency - ratio between the number of units with particular value of a variable and all units under
study; it could be expressed as a proportion (decimal fraction) or as a percentage (different ratios are
discussed later in this chapter),
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— in some statistical programs also the third kind of frequency could be found, called cumulative frequency.
This is the number of units with values less than or equal to each value. It could be expressed also as a
relative measure - relative cumulative frequency.

The example of a frequency distribution is given in “Case study 2”.

2. Graphical data presentation
The frequency distribution table could be useful for determination of some of data distribution features like
the lowest and the highest value and thus also of the range of values, but not for all of them. The graphical data
presentation is thus obligatory.

Basic graphical presentation of data in statistics is a chart of bars organized in such a way that values
(categories) of a variable are listed along the x axis of the chart and their frequencies (absolute or relative) along the y
axis. The area of every single bar is proportional to the frequency of the value it represents. It could be divided in two
main forms (1,4,9,11):

o ordinary bar chart — the bars are lying separately; it is mostly used for presentation of attributable data,

e histogram — the bars are connected one to another; it is used for presentation of frequency distributions of
numerical data; if there are many different values (continuous data) it is desirable to group observations
before constructing a histogram in order to get a better visual impression of the observed distribution. An
example of histogram is given in Case study 2.

o if we connect the centres of bars of a histogram at their upper part, we get the polygon called frequency
polygon. When the bars are very numerous and very narrow (continuous data arranged in very small
intervals) we can smooth the polygon. So we get the curve called probability density curve.

For understanding of the principles of statistical methods, it is the most important: when the relative
frequency (a proportion or percentage) is used in graphical presentation of a distribution the sum of areas of all bars
equals to 1 or 100%, regardless the type of bar chart is used — the ordinary one or histogram. Also the entire area
under every probability density curve equals to 1 or 100%.

Data presentation by graph shows us clearly the shape of the distribution under study. This step of data
presentation is very important for deciding which statistical methods are to be used for statistical description or/and
inference in numerical variables.

Describing a distribution
When the graphical presentation of the shape of a distribution is done it should be described. The shape itself
depends on a number and features of the place of highest density (peak). We say that distributions have diverse
statistical features. Regarding these features they could be classified in several ways (4,8,9,11,14):
1. Regarding the number of peaks to:
¢ unimodal — distributions with a single peak,
o bimodal — distributions with two peaks,
o polymodal — distributions with more than two peaks,
2. Regarding the shape of the peak to:
o bell shaped — distributions in which extreme values tend to be less likely than values in the middle of the
ordered series,
o uniform — distributions in which all values have the same frequency,
3. Regarding the symmetry to:
e symmetrical,
e asymmetrical,
4. Regarding the inclination of the peak or skewness (when the distribution is not symmetrical) to distributions
with:
o positive skewness — distributions with an extended right hand tail (lower values more likely),
e negative skewness — distributions with an extended left hand tail (higher values more likely),
5. Regarding the flatness or peakedness in symmetrical distributions to:
o platykurtic — distributions with more flat peak than in normal distribution,
e mesokurtic — distributions with the similar flatness of peak as in normal distribution,
o leptokurtic — distributions with higher and slimmer peak than in normal distribution.

Usually we are the most interested in first four features.

By representing the distribution graphically we would like to get the impression if the empirical distribution
under study is similar the normal distribution which is unimodal, bell shaped and symmetric. If it is case, then in
determination of the measures which summarize the features of the shape parametric methods for statistical
description will be used, otherwise the non-parametric ones will be used.
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Summarizing the distribution features
When describing the distribution of a numerical variable, continuous or discrete, we summarize its features

also by special measures called typical values or measures of location of a distribution or shortly measures of
location (4,8,9,11,14).

1. Types of typical values
The most well known typical values are the following ones (4,5,8,9,11,14):

measures of central tendency — the term includes several characteristics of the distribution of sets of values
at or near the middle of the set; the principal measures of central tendency are:

mean (average) — the sum of values of a variable for each observation, divided by the number of
observations,

median — a point in the ordered series which divides it into two parts of equal number of units, half of them
falling below and half above this point,

mode — the most frequent value in the set of observations,

measures of dispersion or variation or spread of units around the centre of the distribution:

minimum and maximum - the lowest and the highest value of a distribution,

range — the difference between the minimum and the maximum,

variance — sum of the squares of the deviations from the mean, in population divided by the number of
observations,

standard deviation — positive square root of the variance.

subgroups, based on an array, with equal number of units; in any case the number of quantiles is one less
than the number of corresponding equal parts; centiles are dividing the ordered series to hundredths and
there are ninety-nine of them, deciles are dividing it to tenths and there are nine of them, quartiles are
dividing it to quarters and there are three of them (median is also a quantile, dividing an ordered series to
halves); for describing the spread we usually use quartiles (1* and 3" or certain centiles (25" and 75™),

We could classify typical values also in parametric and non-parametric ones:
parametric typical values — (measures that are basing on normal distribution) mean as a measure of central
tendency and variance and standard deviation as measures of dispersion are called parametric measures,
non-parametric typical values — not basing on theoretical distributions.

Which set of typical values is the most appropriate for certain distribution is to be decided after observing the

shape of the distribution shown by the histogram. The decision should be made not only on the shape of the
distribution but also on the number of observations and whether the inferential methods would be performed. The
summary about possible decision in some typical situations is shown in Table 1. An example of presentation of
typical values is presented in Case study 2.

Table 1. Which typical values could be chosen in some typical examples of distributions

Typical values

Shape of Other important

e 5 o Measure of Measure of
distribution characteristics - 3
central tendency dispersion
Symmetrical or Mean Standard deviation
almost symmetrical Minimum and maximum
Bell shaped
Slightly Large number of Mean Standard deviation
asymmetrical units Minimum and maximum
Bell shaped Small number of Median Quartiles
units Minimum and maximum
Strongly Only description Mode Minimum and maximum
asymmetrical Inference planned Median Quartiles

Minimum and maximum

2. Typical values in populations and samples

We can perform statistical description in populations as well as in samples. So we determine the typical

values as the summary measures at both levels. Here we have to emphasize that typical values at the sample level are
not the same as the typical values at the population level. In fact, in a process of inferential statistics we infer from
sample characteristics to population characteristics from which the sample was drawn, that means that we infer from
the values of statistics to the values of parameters. To distinguish these measures between both levels we have
different names for them, and also the labeling is different. Some selected representatives of typical values are

(Figure 5):

statistics - typical values in samples:
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— mean (average) of a sample, usually labeled as * X,
— standard deviation of a sample, usually labeled as “s”,
— proportion of a sample, usually labeled as “p”,

e parameters - typical values in populations:

— mean (average) of a population,

— standard deviation of a population,

— proportion of a population.

Figure 5. Labeling of some typical values in populations and samples
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Strict distinguishing between statistics and parameters is a basis for understanding the methods of statistical
inference.

Epidemiologic description of data
Mathematical foundations of epidemiologic measurement
Basic tool for any kind of epidemiologic observation or research is quantification of frequency of health
phenomena. In principle it is very similar to statistical process, but in epidemiologic measurement the emphasis is on
discrete type of data, usually binary (e.g. disease is present or not, people are exposed to the certain risk factor or not)
(3-5,7,15).
The frequency of a binary event could be expressed as:
e an absolute frequency or
e arelative frequency.

In public health, both, absolute and relative frequency measures convey important information, although
relative measures seem to be frequently used. The probable reason is that relative frequency measures are important
in comparisons (e.g. between two or more population groups, between two or more populations etc.), while absolute
measures are important in health care planning (e.g. number of hospital beds needed for treatment of certain group of
health states).

Relative frequency measures are defined as a ratio between two data. In its broadest sense the ratio is a result
of dividing one quantity by another (1,15,16). One quantity is representing a numerator and the other a denominator
in this relationship. The term “ratio” is a general term of which rate, proportion, percentage, etc., are subsets (1,15).
The numerator and denominator need not be related (5). One of the most important features is if the numerator is
included in the denominator in calculation of the ratio. Regarding the relationship of the numerator and the
denominator there exist different types of ratios which could be grouped in two main groups (Figure 6) (1,5,15,16):

1. Ratios in which the numerator is included in the denominator:
e proportion,
e proportion with multiplier (e.g. percentage in which multiplier is 100), and
e rate in epidemiologic sense or epidemiologic rate.
2. Ratios in which the numerator is not included in the denominator:
e rates as “true rates”,
e ratios in a narrow sense.

The difference between different ratios will be presented using the same set of data in “Case study 3”.
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Figure 6. Types of relative frequency measures in epidemiology

RATIO
i a broad sanse
| 1
the numeratgr £ included the numeradtor 5 HOT
in the dedominatar includad in the danominator
RATE
| PROPORTION o

PROPORTION WITH RATIO

T MULTIPLIER in @ narrows sense =
(e.g. percentage)
RATE

wi Vepidemialogic rale™

Types of relative frequency measures in epidemiology
Ratios in which the numerator is included in the denominator

1. Proportion

Proportion is the most simple relative frequency measure (17). It is the ratio of a part to the whole (1,5,17).
According to Last et al., the important difference between a proportion and a ratio is that the numerator of a
proportion is included in the denominator, whereas this is not necessarily so for a ratio (1). Proportion is calculated
by using following equation (Equation 1):

events

Proportion = Equation 1.

total

Nevens= number of events of observed phenomenon (part of a whole)
N1 = number of all possible events of observed phenomenon (a whole)

A proportion could be expressed as a “vulgar fraction” (e.g. ¥2) or as a “decimal fraction” (e.g. 0.5) (1).

By definition, a proportion (p), if decimal, must be in the range 0<p>1 (1).

A proportion is dimensionless since numerator and denominator have the same dimension, obtained through
algebraic cancellation (1). If numerator and denominator are based upon counts (e.g. in our dataset), the originals are
also dimensionless. Calculating of this kind of relative frequency measure is presented in Case study 3.

2. Proportion with a multiplier
A proportion could be multiplied by a factor K (1,5,17). A multiplier is usually a power of 10 (100, 1.000,
10.000...). Its role is mainly to convert the decimal fraction to a whole number. It is calculated by using following
equation (Equation 2):

. Nevents

PI'OpOI'thIanh a multiplier — —ExK Equation 2.
Ntotal
Nevens= number of events of observed phenomenon (part of a whole)

Nio1= number of all possible events of observed phenomenon (a whole)
K = multiplier (100, 1000, 10.000, 100.000...)

Which multiplier is to be used depends on a given situation (e.g. in World Health Organization Health for
All Database multiplier 100.000 is mostly used).

Typical representative of this kind of relative frequency measures is a percentage, in which multiplier is 100
(17) (Equation 3):

N
Percentage = —S25 x 100 Equation 3.
total

N.yens= number of events of observed phenomenon (part of a whole)
Nio1= number of all possible events of observed phenomenon (a whole)

Calculation of this kind of relative frequency measure is presented in Case study 3.

3. Rate in a classic epidemiologic sense

Before trying to explain what means the term “rate in a classic epidemiologic sense” we need to discuss the
term “rate” itself. To a non-epidemiologist, rate means how fast something is happening or going, for example, the
speedometer of a car indicates the car’s speed or rate of travel in miles or kilometres per hour (5). This rate is always
reported per some unit of time. Consecutively, some epidemiologists restrict use of the term “rate” to similar
measures that are expressed per unit of time. For these epidemiologists, a term “rate” describes how quickly disease
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occurs in a population. These measures convey a sense of the speed with which disease occurs in a population (5).
But this kind of ratio is a ratio in which the numerator is not included in the denominator and it will be discussed
later.

Other epidemiologists use the term “rate” more loosely, referring to proportions with case counts in the
numerator and size of population in the denominator as rates (5). For this kind of ratios we are using the term “rate in
a classic epidemiologic sense”. If these rates are referring to a specified period of time, they are calculated as a
proportion with multiplier and specified period of time as a compulsory element by using Equation 4. An example of
this kind of rate is an incidence rate in a classic epidemiologic sense. This measure will be in details discussed in a
separate module of this book.

N . . . .
events(in a specified time period
Rate = na sp period) w K

epidemiolgic — N

Equation 4.

total

Newens= number of events of observed phenomenon (part of a whole) in a specified time period

N1 = number of all possible events of observed phenomenon (a whole) —at risk for occurrence of the event at
the beginning of a specified time period

K = multiplier (100, 1000, 10.000, 100.000...)

In this loose usage the time component is not always referring to a period of time in which the outbreak of
new cases of health phenomenon under observation is followed-up. Sometimes is referring to a number of cases in a
specific point in time (Equation 5):

N . . . .
cases(in a specified pointof time
Rate = na sp P ) x K

epidemiolgic ™ N

Equation 5.
total
Neases= number of events of observed phenomenon (part of a whole) in a specified point of time

Niowr = number of all possible events of observed phenomenon (a whole) in a specified point of time
K = multiplier (100, 1000, 10.000, 100.000...)

An example of this kind of rate is a prevalence rate. This measure will also be discussed in details
in a separate module of this book. Calculation of this kind of relative frequency measure is presented in
Case study 3.

In epidemiology, and especially in vital statistics, this kind of measures is essential for comparing health
phenomena between different populations (1,12).

Ratios in which the numerator is not included in the denominator

In ratios in which the numerator is not included in the denominator could be of two kinds. First are those in
which the numerator and denominator are completely different variables (5). For this kind of ratios we use the term
“true rate”. In others, the numerator and denominator are different categories of the same variable. We use the term
“ratio in a narrow sense” for this kind of ratio.

1. True rate

This kind of rates refers to ratios representing changes in two quantities, where the two are separate and
distinct quantities. In its precise usage a rate is the ratio of a change in one quantity to a change in another quantity,
with the denominator quantity often being time (18,19). A classic example of a rate is velocity, which is a change in
location divided by a change in time. Dimensionality of this kind of ratio is obtained through combination of
dimensions of the numerator and the denominator (e.g. km/h). In epidemiology a representative of this kind of ratio
is for example so called incidence rate as a true rate. The detailed description if this measure is out of the scope of
this module. It will be presented in a separate module of this book.

2. Ratio in a narrow sense

There exist also ratios that could not be classified in none of the previously presented ratios. For example, in
epidemiology ratio in which the numerator and denominator are different categories of the same variable is rather
frequent kind of measure. It could be simply the ratio between males and females, or persons 20-29 years and 30-39
years of age (5). The other example is a ratio in which we are relating events of an observed health phenomenon to
non-events (ratio between the number of people with observed phenomenon and the number of people without it)
(Equation 6). Calculation of this kind of relative frequency measure is presented in Case study 3.

. Nevents
Ratio = —<¥ents Equation 6.

non-events

Nevens= number of events of observed phenomenon (part of a whole)
Nion-evens= number of non-events of observed phenomenon (part of a whole)

Important considerations in epidemiologic research
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When we are observing the frequency of specified health phenomenon, we have first precisely to define:

1. Ifthe study is cross-sectional or longitudinal.

Cross-sectional study examines the phenomena in a point of time or very short period of time (e.g. a couple
of weeks) while longitudinal examines it over a long period. In cross-sectional studies we are usually
studying the frequency of all cases of observed phenomenon, while in longitudinal the frequency of new
cases (1,4,5,7,15,17).

2. Which quantity represents the numerator and which the denominator in the equation and if the numerator is
included in denominator.

3. What is the unit under observation. In epidemiology it is not necessary that the unit of observation is a
person, it could be for example an episode of a health state. One should be aware in interpretation. Frequently
health indicators are measuring health care services load (that is dependent also on health care services
availability and accessibility, and health care services use demands of the population) and not a burden of
disease in the population

Some important epidemiologic concepts

Outcome and exposure

First two important concepts are the concept of “outcome”, and the concept of “‘exposure”.
1. Outcome
Outcome is any possible disease or other health phenomenon or event related to health. It is a result of influence of
an exposure to another phenomenon (1,4,5,7).
2. Exposure
Exposure is a process by which an agent (risk factor) comes into contact with a person, and provokes the relevant
outcome, such as a disease (1,4,5,7).

Case, control and cohort
Other important concepts are the concepts of “case”, the concept of “control”, and the concept of “‘cohort”.
1. Case (case-patient)
In epidemiology a case is mostly defined a person identified as having the health condition under observation
(1,4,5,7).
2. Control (control person)
Controls are a group of persons with whom comparison is made in certain types of epidemiologic studies (e.g. in
“case-control” studies and “randomized clinical trials”) (1).
3. Cohort
In it broad sense, the tem “cohort” describes any designated group of persons followed over a period of time, as in a
“cohort study” (1). We distinguish two types of cohorts in this sense (1):
o fixed cohort — in which no additional membership is allowed after beginning of the study, and
e dynamic cohort — which gains and/or loses its members during the observation time.

In other meaning it is a part of population, born during a particular period and identified by date of birth.

Probability, risk and odds

At the end, we need to present also the concepts of probability, risk, and odds.
1. Probability

In a statistical sense probability is quantification of likelihood of an event or a quantitative description of the
likely occurrence of a particular event (9,12,20,21). It is conventionally expressed on a scale from O to 1 (a rare event
has a probability close to 0, while a very common event has a probability close to 1). The probability of an event has
been defined as its long-run relative frequency, defined as a ratio between number of events and total number of all
possible events (Equation 7) (1,9,20):

NCVC]’I[S

Pevent = Equation 7.
Nto tal

P.went= probability for occurrence of observed phenomenon
N.yens= number of events of observed phenomenon (part of a whole)
Nw1= number of all possible events of observed phenomenon (a whole)

In fact, it is a ratio of a type “proportion” (numerator is included in the denominator) and as such could be
expressed as a vulgar fraction, a decimal fraction, or as a percentage. Relative frequency expressed as a proportion of
a sample is an estimate of the probability of observed phenomenon in a population.

Calculation of probability is presented in Case study 3.

2. Riskin a statistical sense
In a statistical sense risk is probability that the expected event does not occur. It could be expressed as (Equation 8)
(12):
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Rstatisticul = Pnon—event = 1- Pevent Equatlon 8.
Ryuisical = Tiskin a statistical sense
P onevent = probability for non-occurrence of observed phenomenon
P.vene= probability for occurrence of observed phenomenon

This measure could be expressed as a vulgar fraction, a decimal fraction, or a as percentage as well.
The sum of probability for expected event to occur and probability that it does not occur (risk) is 1 or 100%.

3. Riskin a classic epidemiologic sense

In an epidemiologic sense the definition of “risk” is different. It is defined as a probability for an
unfavourable health outcome (e.g. disease), or some other unfavourable phenomenon related to health (e.g. smoking
or other unhealthy behaviour), to occur (Equation 9) (1,9).

If we are more precise, in epidemiology, the term “risk” is generally used to mean the probability that an
unfavourable event (e.g., that a person will be affected by, or die from, an illness, injury, or other health condition)
will occur in a given time interval (5,18). In its epidemiologic usage, risk is a conditional probability, because it is the
probability of experiencing an event or becoming a case conditional on remaining “at risk” (eligible to become a
case) and “in view” (available for the event to be detected) (5,18).

Runfavoural:e healthoutcome — Punfavourate healthoutcome E(]llation 9.

Runfavourable health outcome = T'1SK for an unfavourable health outcome
Punfavourable health outcome = Probability for an unfavourable health outcome

This measure is presented in details in a separate module in this book.

4. Odds
Odds are defined as the ratio of the probability of occurrence of an event to that of non-occurrence (or the
ratio of the probability that something is so to the probability that it is not so) (1) (Equation 10).

p
O,pen = — 200 Equation 10.

1- Pevent
Ogyene= 0dds for occurrence of observed phenomenon
Peyenr= probability for occurrence of observed phenomenon

In epidemiology, if we define the probability of occurrence of an unfavourable event as a risk, it is also
defined as the ratio of the risk of occurrence of a disease to that of non-occurrence (Equation 11):
0 Runfavoural:ehealthoutcome

unfavourake healthoutcome — 1 Equation 11.
- Runfavnuralr healthoutcome

Ounfavourable health outcome = 0dds for an unfavourable health outcome
Runfavourable health outcome = T'1SK for an unfavourable health outcome

As in the presented equation the quantity “total number of possible events™ is included in both, numerator
and denominator, it could be reduced through algebraic cancellation. In this case we get a new equation (Equation
12). From this equation we can clearly see, that odds are the ratio of a type “ratio in a narrow sense’ - numerator is
not included in denominator, and the numerator and denominator are different categories of the same variable.
Calculation of odds is presented in Case study 3.

Nevents

O.vent = N— Equation 12.

non-events

Ogveny= 0dds for occurrence of observed phenomenon
Nevens= number of events of observed phenomenon (part of a whole)
Nion-evens= number of non-events of observed phenomenon (part of a whole)

Odds are very powerful analytical tool in epidemiology (8,22). Technically we distinguish between odds in
different kind of situations (in different types of study design):

e when we are observing the presence of exposure in case-control studies we calculate “exposure-odds”,

e when we are observing in a cross-sectional study the frequency of all cases of a disease versus all non-cases
we are talking about odds for having a disease in a specified point of time or “prevalence-odds”,

e when we are observing in a longitudinal study the occurrence of new cases of disease versus non-occurrence
we are talking about odds for getting a disease in a specified period of time or “disease-odds” which are the
estimate of risk-odds in the sense of incidence-odds (the concepts of incidence and prevalence are out of the
scope of this module, and are discussed in a special module).

At the end we need to stress that the mathematical properties of odds make them advantageous for various
uses. Whereas probabilities are restricted to the 0-1 interval, odds can be any nonnegative number. The logarithm of
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the odds can therefore be any real number. The natural logarithm of the odds (called the “logit”) is relatively widely
used in biostatistics and epidemiology (8,18,22).

Application of frequency measures in epidemiology

Both, absolute and relative frequency measures represent the basic tool in epidemiology. They could be

classified in three big groups of epidemiologic measures (1,4-7,16,18,19,23-29) (Figure 7):
1. Frequency measures

These measures (Figure 7) are also called measures of disease occurrence, measures of occurrence of disease
and other health related events, or measures of extent. They are trying to answer to the question how often do happen
the observed phenomena (diseases, death etc.) in the population.

2. Measures of association

These measures (Figure 7) are also called measures of effect. They are trying to answer to the question why
do happen the observed phenomena more often is some population groups than in others. To be able to answer to
this question we relate different phenomena to each other. Thus these measures express the extent of association
between two (or more) phenomena one of them usually being negative health phenomenon and the other risk factor
(putative cause) for the first one.

3. Measures of potential impact

In this group there are two groups of measures (Figure 7). Measures of the first group express potential
impact of risk factor on occurrence of observed health phenomenon among exposed persons or in population. These
measures are common in public health. Measures of the second group express potential impact of an intervention on
disease occurrence reduction. They are much more common in clinical epidemiology than in public health.

Some of these measures are discussed in details in three separate modules of this book.

In this place we need to give a warning about terminology in the field of epidemiologic measures. A
common problem in epidemiology is existence of multiple terms for the same concept. Also, there are instances
where a single term is applied to different concepts. The confusion is aggravated by the multitude of terms that have
been introduced, with usages that differ from one author to another (18).

Figure 7. An overview of frequently used measures in epidemiology
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Case studies
Case study 1: Organizing data
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Introduction to data set

For this case study, real data are used. In Slovenia for already several years for the purpose of teaching
epidemiologic methods in public health, comprising also statistical methods, data collection which enables
learning such methods in much comprehensive way has been created. These are the data collected in the frame
of the Perinatal Informational System of Slovenia (PISS) (29), which is considered to be one of the permanent
of health data-bases of the highest quality with many years’ tradition in the country. It was started in 1987,
when collection of perinatal data started according to a common protocol in all fourteen Slovene maternity
hospitals.

The basic data material for all epidemiologic and statistical activities is composed of 6,356 statistical
units, representing the model of a population. For teaching different epidemiologic and statistical methods,
samples of various sizes are then randomly selected from the population database. The data set used in this
example is composed of 100 observational units.

Data material for teaching is only a small piece out of the whole collection PISS, prepared especially
for this purpose. Safeguard of personal data is assured so that all personal data have been removed, and
moreover, the data are selected from the whole collection which shall be used only for the teaching purpose.

Variables in the data set

In a maternity hospital, data on 100 deliveries were collected. Which characteristics of mother and her
child (unit of observation) were observed it is shown in Table 2. Data were organized for description and
analysis in a data matrix (Figure 8).

Table 2. Description of variables, their values and codes in demonstrational data set

Columnin Shortname  Information the variable is Variable values and their
a data set of a variable  giving about codes in data set
1 IDN unit identification number
2 BWEIGHT birth weight (child) (weight in grams)
3 SEX sex (child) 1 =boy
2 =girl

4 GESTAGE gestational age (child) (age in weeks of pregnancy)
5 MOTHAGE  age at delivery (mother) (age in years)
6 SMOKING smoking habits during pregnancy 0 =no

(mother) 1 =up to 10 cigarettes/day

2 =10 cigarettes or more/day

7 HYPIRUT hyperactivity of uterus (hyper 0=no

irritable uterus) during pregnancy 1 =yes

(mother)
8 EBP elevated blood pressure during 0=no

pregnancy (mother) 1=yes
9 MEDVIT consumption of vitamins 0=no

preparations during pregnancy 1 =yes

(mother)
10 MEDFE consumption of iron preparations 0 =no

during pregnancy (mother) 1=yes
11 MEDAB consumption of antibiotics during 0 =no

pregnancy (mother) 1=yes
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Figure 8.Organization of data in data set for Example 1. A — value of variable BWEIGHT for unit 2; B —
values for variable GESTAGE for the first twelve units; C - values for the first seven variables (IDN -
HYPIRUT) for unit number 7
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Case study 2: Statistical description of data
This case study is basing on the same set of data as Case study 1.

Defining variables type

From the Table 2 we can see that variables BWEIGHT and MOTHAGE are numerical variables, while all
other variables are categorical. We will now analyze the variable MOTHAGE - age at delivery (mother).

From the Figure 8 could be seen the record for first 12 units and first 7 variables. A record for all seven
variables for unit No.7 (ROW 7), and record for variable GESTAGE for first twelve units (COLUMN GESTAGE)
is accentuated. The crossing of ROW7 and COLUMN GESTAGE has value 40 (value of variable GESTAGE for
unit 7).

Analysis of the variable “MOTHAGE”

In its origin; “AGE” is a numerical continuous variable. Theoretically, the smallest interval between
two values of this variable depends on the precision of the device for measuring it, but in practice we are never
interested in such precise information so we always reduce it:

o the information is usually limited (reduced) to intervals of 1-year; in observation of different health
states the intervals of 1-day, 1-week, 1-month (neonatology, pediatrics) or 5-years (public health) are
also used,

e in public health, the information is often reduced even more when we classify (group) the values
according to age groups (periods of life) (e.g. babies, preschool children, primary school children,
adolescents, adults, aged people); the difference between this and the previous level of reduction of
information is that intervals of present level are no more equal while on the previous are,

e the information about age is the most reduced when we divide the whole scale in two parts (e.g. adults
of 25 years or more: yes or no).

Variable MOTHAGE is in our case interval numerical variable, with 1-year interval width.

Frequency distribution and histogram

Again, we will use variable MOTHAGE - age at delivery (mother). After arranging of values in
ordered series, the next step is to summarize this ordered series in a frequency distribution table. The
frequency distribution table of this variable is presented in Figure 9.
In Figure 10, the graphic presentation of frequency distribution for variable MOTHAGE, the histogram, is
presented. Next step is to calculate or to determine the typical values of this distribution.

Typical values
The description of the distribution of values of variable MOTHAGE - age at delivery (mother) of
example dataset is as follows
o the distribution is bell shaped (Figures 9 and 10),
e itis slightly asymmetrical (Figure 9 and 10),
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Figure 9. An example of a frequency distribution table of variable MOTHAGE - age at delivery
(mother) of example dataset (the SPSS statistical programme printout) (30)
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Figure 10. An example of a histogram of variable MOTHAGE - age at delivery (mother) of example
dataset (the SPSS statistical programme printout) (30)
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As the number of units is rather large, it could be summarized by mean and standard deviation or median
and quartiles/percentiles. The mean and the median value are, because slight asymmetry of the distribution, similar
but not the same. The decision which set of typical values to choose is up to investigator. In Figure 11, typical values
for the distribution shown in Figure 10 are presented.
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Figure 11. An example of set of typical values for the distribution of variable MOTHAGE - age at delivery (mother) of
example dataset (the SPSS statistical programme printout) (30)
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Case study 3: Epidemiologic description of data

Introduction to data set

This case study as well, is based on real data. In Slovenia in 2001 the survey aiming at assessing the
prevalence of health behaviours (smoking, nutrition, alcohol consumption, physical activity and traffic safety) was
performed for the first time. This survey is conceptually a part of a wider international project in the frame of the
Countrywide Integrated Non-communicable Diseases Intervention (CINDI) program, supported by the World
Health Organization, CINDI Health Monitor.

The stratified random sample was drawn from the Central Population Registry of the Republic of Slovenia.
The sample size was 15,379 with the age range 25-64 years. The sampling was performed by the Statistical Office of
the Republic of Slovenia.

The data were collected in late spring 2001 by using a self-administered postal questionnaire, based on the
CHM Core Questionnaire (31).

Out of 15,379 inhabitants included in the sample 15,153 were contacted (226 were excluded because of
changed domicile, severe illness or death). The response rate was 63.8% (9,666 responses). The respondents did not
differ statistically from non-respondents in age distribution or distribution of size of settlements of permanent
residence, but the response to the survey was slightly lower among men (47.0%) than among women (53.0%) at a
ratio 1:1.1 (according to population data in 2001 the ratio was 1:1). The questionnaires of 9,034 respondents were
eligible for analysis (eligibility criteria: sex and age provided by Statistical Office of the Republic of Slovenia).

For the purpose of this module, we have chosen observation of smoking behaviour.

Variables in the data set
In CINDI Health Monitor survey in Slovenia in 2001 (CHMS 2001) 8,904 respondents reported their current
smoking status. The answers grouped regarding the sex of respondents are shown in Table 3.

Table 3. Smoking status in CINDI Health Monitor survey in Slovenia in 2001 in total sample and by sex

SEX Total
SMOKER Male Female
No 2,931 3,859 6,790
Yes 1,143 971 2,114
Total 4,074 4,830 8,904
Ratios
Proportion and percentage

In CHMS 2001, 2,114 out of 8,904 respondents stated that they were smokers at the time of the survey (Table
3). The proportion of smokers could be calculated as a vulgar fraction (Equation 13):

28



2,114

Proportion = Equation 13.
8,904
or as a decimal fraction (Equation 14):
2,114
Proportion = —— =0.237 Equation 14.
8.904
or as percentage (Equation 15):
. 2,114
Proportion=———x100 =23.7% Equation 15.
8,904

)

Rate in classic epidemiologic sense

In CHMS 2001, 2,114 out of 8,904 respondents stated that they were smokers at the moment of the survey
(Table 3). As the survey is a representative of cross-sectional studies the time component is a point in time (a
moment) (Equation 16):

2,114
——x 1000 =237 Equation 16.
8,904

epidemiologic Rate( atthemomentof a survey) =

The epidemiologic rate (prevalence rate) has value 237 per 1,000 population.

Ratio in a narrow sense
We could express several ratios in a narrow sense using this example:
1. In CHMS 2001, 2,114 out of 8,904 respondents stated that they were smokers at the time of the survey and the
other 6,790 that they were not (Table 3). The ratio between non-smokers and smokers is (Equation 17):

. 6790
Ratio = ﬁ =3.21 Equation 17.

il

The ratio is 3.21 to 1, what means that in Slovenia in 2001 there were 3.21-times more non-smokers than
smokers (or there were 3.21 non-smokers to one smoker).
2. If we now turn the ratio and observe the ratio of smokers to non-smokers we get (Equation 18):

. 2,114
Ratio=———=0.31 Equation 18.
6,790

The rate is 0.31 to 1, what means that in Slovenia in 2001 there was 0.31 of a smoker to one non-smoker.
3. In CHMS 2001, 2,114 respondents reported that they were smokers at the time of the survey. Among them there
were 1,143 men in 971 women (Table 3). The ratio between men and women among smokers was (Equation
19):

1,143
Ratio=—-=1.18 Equation 19.
971

The ratio was 1.18 to 1, what means that in Slovenia in 2001 there were 1.18-times more male smokers than
female smokers (or to one female smoker there were 1.18 male smokers).

Probability and odds
Probability
In CHMS 2001, 2,114 out of 8,904 respondents stated that they were smokers at the time of the survey (Table
3). The probability for being a smoker at the time of survey could be calculated as:
o avulgar fraction (Equation 20):

2,114

p= —8 904 Equation 20.
e as adecimal fraction (Equation 21):
2,114
p=—-—=0.237 Equation 21.
8,904
e or as a percentage (Equation 22):
2,114
p=—-—x100=23.7% Equation 22.
8,904

The probability for being a smoker at the moment of the survey CHMS 2001 was, expressed as percentage,
23.7%.
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1.

2.

Odds

The odds for being a smoker for data presented in Table 3 could be calculated in two different ways.
Through calculating first the probability for being a smoker at the moment of the CHMS 2001 survey (also
interpreted as risk in an epidemiologic sense - a probability for unfavourable health behaviour in this case) and
the probability for being a non-smoker. The probability for being a smoker was (Equation 27):

p= ;;% =0.237 Equation 27.
while the probability for being a non-smoker was (Equation 28):
1-p=1-0.237 =0.763 Equation 28.
The odds for being a smoker can be calculated now as (Equation 29):
0.237 _0.237 0=0.31 Equation 29.

T 1-0237 0763

Through algebraic cancellation of total number of possible events from calculation of odds:

2,114 2,114 2,114
O__8904 _ 8004 _8904 2114 _
| 2014 8904 2114 679 6790

8904 8904 8904 8904

31 Equation 30.

The odds for being a smoker versus non-smoker are 0.31. This means that in Slovenia in 2001 there was

0.31 of a smoker to one non-smoker, or the ratio non-smokers to smoker is 1 to 0.31. This is exactly the same result
as in Equation 29.

Exercises

L.

2.

e

©

11.

12.

13.

Task 1: Statistical description of data
From the table with description of the basic data set (Table 2) find out how many variables are in the data set,
their names and which information they contain.
Find out which of the variables could play the role of “the effect” and which ones the role of “the cause”.
Carefully read the following statements and determine how many variables are included and which could be their
values:
e after the fractures children recover faster than adults,
¢ men with inflammation of joints differ in response to therapy from women,
e men more often get lung complications after the heart operation then women.
In the table with raw data set (APPENDIX, Table A1) find out how many units are there in this sample.
Find out what is the unit under study.
Enter the data for the first 20 units in data matrix.
For the variable MOTHAGE make the ordered series.
Make the frequency distribution table (with absolute and relative frequencies in percentages) for this variable,
too.
Find out for the same variable if any value exists with absolute frequency equal to O.

. Make the frequency distribution table for the same variable MOTHAGE) also with your statistical program and

compare it with the table you made in Exercise 8.

Make frequency distribution tables with your statistical program also for the following variables: BWEIGHT,
SEX, GESTAGE, SMOKING and HYPIRUT.

For variables BWEIGHT, SEX, GESTAGE, MOTHAGE, SMOKING and HYPIRUT find out:

o ordinality of their values

how many values can you find for each one in a frequency distribution table,

find out if could you classify these values as continuous or discrete,

classify each variable according to type,

for numerical variables (continuous and discrete) find out from the frequency distribution table the lowest, the
highest and the most frequent value/s (if there are more than one, list all of them),

Find out from the frequency distribution of variables MOTHAGE and GESTAGE for each one:

e where the density of distribution is the highest,

o is the distribution symmetrical or not and if it is not, to which direction it is skewed,

e where would you locate the centre of the distribution.

Compare both frequency distributions.
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14. For variables MOTHAGE and GESTAGE draw a histogram using the absolute frequency from the frequency
distribution table; consider also all values with the frequency equal to O.
15. Draw a histogram for variable BWEIGHT, too; as there are many different values, group observations in
intervals of 250gr of width in order to get a better visual impression of the observed distribution.
16. Find out in histogram for each variable:
e is the distribution bell shaped or not,
e is the distribution symmetrical or not and if it is not, to which direction it is skewed,
e where would you locate the centre of the distribution.
Compare all three histograms.
17. Compare these conclusions with your conclusions in Exercise 12.
18. Make the histograms also with your statistical program and compare them to histograms you made by yourself.
19. For attributable variables SEX, SMOKING and HYPIRUT draw the ordinary bar charts by yourself.
20. Make the bar charts for these variables also with your statistical program and compare them to bar charts you
made by yourself in Exercise 18.
21. For numerical variables BWEIGHT, GESTAGE and MOTHAGE make a decision which typical values would
be the most appropriate for summarizing the features of distribution of their values and prove it.
22. For these variables determine the typical values by the means of your statistical programme.
23. What can you say about the distribution of a variable for which the mean and the median differ significantly
24. Find out if it is sensible to determine typical values for any type of attributable variables
25. Carefully read the following statement and decide if it is true or false:
In attributable variable with only two values, 0 and 1, the proportion of units with value 1 equals to hidden
arithmetic mean of this type of variable
26. Check your decision with statistical program: calculate the proportion of units with value 1 and the arithmetic
mean of the variable HYPIRU.

Task 2: Epidemiologic description of data
This task is based again on PISS data (28).

Table 3. Description of newly designed variables, created from original ones, their values and codes in
demonstrational data set

Short name Original variable Information the variable is Variable values and
of a variable  (cut-off point) giving about their codes in data set
LBW BWEIGHT Low birth weight 0O=no
(2500 g) (2500 g or less) 1=yes
SMOKING1 SMOKING Smoking during pregnancy 0O=no
1 =yes

Frequency of low birth weight (LBW) was observed in two groups of newborns according to smoking of
mother during pregnancy. The results are presented in Table 4. All following exercises are referring to this table.

Table 4. Frequency of low birth weight (LBW) in newborns in two groups divided according to smoking of
mother during pregnancy based on PISS data (29)

Low birth weight Smoking of mother during pregnancy Total
No Yes

No 558 191 749

Yes 35 16 51

Total 593 207 800

1. Calculate following ratios in which numerator is included in denominator:
e a proportion of LBW newborns as a decimal fraction in the total sample of newborns,
o apercentage of LBW newborns in the total sample of newborns,
2. Calculate the ratio in a narrow sense of LBW in the total sample of newborns.
3. Calculate probability of LBW in the total sample of newborns, in the group of smoking mothers, and in the
group of non-smoking mothers during pregnancy.
4. Calculate odds of LBW in the total sample of newborns, in the group of smoking mothers, and in the group of
non-smoking mothers during pregnancy.
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Appendix

Table Al. Raw perinatal data. Perinatal Informational System of Slovenia (PISS) (29)

= &= 5 <) =
2z 2 »x 2 2 £ B g £ &8 =
8 & B § & ¢ B E & &8 =g
= = ] s > = = =
) O = 7 o) = = =
1. 103 3030 1 38 23 0 0 0 0 1 0
2. 163 2320 2 36 38 0 0 0 0 1 0
3. 178 3270 2 40 24 0 0 0 0 0 0
4. 210 4100 1 40 24 0 0 0 0 0 1
5. 371 3460 2 39 27 0 0 0 1 0 0
6. 435 4240 2 39 24 0 0 0 0 0 0
7. 448 3380 2 40 22 2 0 0 0 0 0
8. 557 3480 2 40 22 0 0 0 1 1 0
9. 637 3890 2 40 30 0 0 0 0 0 0
10. 785 3850 2 38 39 0 0 0 0 0 1
1. 928 3720 2 40 26 2 0 0 0 1 0
2. 995 3220 1 37 35 0 0 0 1 1 1
13 1028 3830 1 39 29 0 0 0 1 1 0
14. 1034 3680 2 40 21 0 0 0 0 0 0
15. 1048 3160 2 37 23 0 0 0 0 0 0
16. 1142 3250 1 39 29 0 0 0 0 0 0
17. 1143 4130 1 40 26 0 0 0 0 1 1
18. 1171 2980 1 39 24 0 0 0 1 0 0
19. 1209 4900 1 41 26 1 0 0 0 0 0
20. 1258 1880 2 37 30 0 0 0 0 0 0
21, 1365 2100 2 37 26 1 0 0 0 0 0
22, 1397 5000 2 42 28 0 0 0 1 1 0
23, 1424 3430 2 39 25 0 1 0 0 1 0
24, 1426 3590 1 38 42 0 0 0 0 0 0
25. 1472 3680 2 39 23 0 0 0 0 0 0
26. 1473 3320 2 41 23 0 0 0 0 0 0
27. 1576 3560 1 39 19 0 0 0 0 0 0
28. 1588 3430 1 41 31 0 0 0 0 1 0
29. 1604 1840 2 36 27 0 0 1 0 0 1
30 1620 3170 1 40 19 0 0 0 0 1 0
3. 1642 3740 1 41 32 0 0 0 0 0 1
3. 1706 3130 2 41 28 0 0 0 1 1 0
33 1808 3460 2 39 22 0 0 0 1 1 1
34, 2021 3710 1 40 28 1 0 0 0 1 0
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Table Al. Cont.

= 5 8 v =
z & w = £ & 2 =z £ g 2
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35 2031 3120 1 4 27 0 0O 0O 0O 0 0
3. 209 2200 2 3 22 2 0 0 0 0 0
37. 2066 1530 1 32 25 0 0 0 1 1 1
3. 2264 2820 1 40 23 1 o 0 0 10
39. 2269 3880 2 38 27 1 o 0 0 0 0
40. 2346 3870 1 39 24 0 0O O 0 O 1
41, 2499 3450 2 40 29 1 o 0 0 0 0
42. 2632 2770 1 35 18 0 0 0 0 10
43. 2668 3480 1 41 25 0 0 0 1 10
44. 2747 3300 1 3% 19 0 0 0 0O 0O 0
45. 2786 3920 1 39 25 0 0 0 0 10
46. 2799 4140 2 40 28 0 0 0 0 10
47. 2871 3470 2 41 23 1 0 0 1 10
48. 2965 3700 2 40 31 0 0 0 0 10
49. 3092 2420 2 37 29 0 0 0 10 0
50. 3127 3400 1 38 30 0 0 0 0O 0 0
51 3156 2770 2 38 23 1 o 0 0 0 0
52 3170 3590 2 40 21 0 0 0 1 10
53 3220 3800 1 40 22 0 1 0 1 1 1
54 3286 3370 1 40 32 2 0 0 0 1 1
55. 3314 3200 2 39 26 1 o 0 0 0 0
56. 3333 3480 2 38 26 0 0 0 0 10
57 3379 2920 1 38 34 1 1 10 0 0
58. 3417 3850 1 40 25 0 0 0 0 10
50. 3430 3160 2 4 20 2 0 0 0O 0 0
60. 3469 3500 1 39 30 0 0 0 10 0
61. 3471 2970 2 39 27 0 0O 0 10 0
62. 3498 3640 2 39 34 0 0 0O 0 0 0
63. 3501 2440 2 3 18 0O 0O 0O O 0O 0
64. 3567 2660 1 39 28 0 0 0O 0O 0O 0
65. 3604 3210 2 40 24 1 o 0 0 0 0
66. 3621 3260 1 39 20 0 0 0 1 10
67. 3732 3730 1 4 23 0 0 0 10 0
68. 3851 3040 2 39 22 0 0 0 1 10
69. 3918 2940 1 38 25 0 0 0 0 10
70. 3923 2920 2 40 31 0 0 0 10 1
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Learning objectives

After completing this module students should:

know and understand the difference between prevalence and incidence measures of frequency,
be familiar with different types of prevalence measures, and know how to calculate them;

be familiar with different types of incidence measures, and know how to calculate them.

Abstract

Frequency measures are quantities that express frequency of health phenomena. Prevalence and
incidence are two main groups of frequency measures. The most distinctive difference between
these two groups is that by prevalence measures we are observing the transversal section through
the situation of phenomenon under observation at designated time (e.g. in a point of time) while
by incidence measures we are observing its dynamics (by performing regular observation of
breaking out of new cases of phenomenon under observation during every of specified equal time
periods) in a specified population.

Teaching methods

An introductory lecture gives the students first insight in features and types of frequency
measures. The theoretical knowledge is illustrated by case studies. After introductory lectures
students first carefully read the theoretical background of this module and complement their
knowledge with recommended readings. Afterwards they on provided data set perform extensive
tasks on calculation of different types of measures. They are stimulated to compare results with
results of each other and discuss the differences.

Specific recommendations
for teachers

¢ work under teacher supervision/individual students’ work proportion: 30%/70%;

o facilities: a lecture room, a computer room;

e equipment: computers (1 computer on 2-3 students), LCD projection, access to the Internet;
e training materials: recommended readings or other related readings;

o target audience: master degree students according to Bologna scheme.

Assessment of students

Written report on calculated measures in which detailed description of process of calculation is
described.
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FREQUENCY MEASURES: PREVALENCE AND INCIDENCE

Lijana Zaletel-Kragel;

Theoretical background

Introduction to frequency measures

Prevalence and incidence are two main groups of frequency measures in epidemiology. We should be
conscious that there are in fact two families of measures under each term although we are frequently talking about
only two measures. This is the reason of great deal of misunderstanding and misinterpretation of frequency
measures. The most distinctive difference between these two groups of measures is the fact that by prevalence
measures we are observing the transversal section through the situation of phenomenon under observation most
usually at a designated time (e.g. in a point of time), while by incidence measures we are observing its dynamics (by
performing regular observation of breaking out of new cases of phenomenon under observation during every of
specified equal time periods) in a specified population (1-22). General equations for these two families of measures
are as follows (Equation 1 and Equation 2) (1-3):

N
P= d+allcases(dt) Equation L

Nall persons(dt)
P = prevalence
Ny all cases @ = number of all persons with the disease under observation (cases) at designated time
Nl persons @ = number of all persons under observation at designated time

I= Nd+newcases(gp)

Equation 2.

Nall personsatrisk(bgp)

I = incidence
N+ newcases gp) = Number of new cases of the disease under observation during a given period

N persons at risk (bepy = DUMber of all persons at risk for getting ill with the disease under observation at the
beginning of a given period

Both families could be theoretically classified regarding various features what will be discussed later.

The process of explanation of differences between both families of measures and the differences between
measures inside both families will be illustrated in the case studies.

Before starting with explanation of concepts of incidence and prevalence, both extremely important epidemiologic
concepts, it could be worthy to emphasize that a common problem in epidemiology is the existence of multiple terms for
the same concept. Also, there are instances where a single term is applied to different concepts. The confusion is aggravated
by the multitude of terms that have been introduced, with usages that differ from one author to another (21)

At the beginning it could be useful for students to emphasize that there exist different frequency measures on
one hand and different study designs on the other. Although we could on a theoretical level show that we have
several analogous frequency measures, not all of them are of “common sense” and are not meaningful in all
situations. One should be aware that it is important to use the measure that is most appropriate for the current task
(22). Since, we think that one can choose the most appropriate measure if he/she fully understands the differences
between them.

Most of the textbooks on epidemiologic methods first concentrate on incidence measures, and only
afterwards on prevalence measures. We will do the opposite way since we think that the concept of prevalence might
be easier to understand.

Prevalence

Definition

Prevalence is a common term for a group of measures which are quantifying the state (situation) of a given health
phenomenon (e.g. a disease, a disorder, an unhealthy health behaviour, etc.) at a designated time (at a specified moment, or
at any time during a specified period) irrespective of wheather the cases of observed phenomenon are old or new (1-6,12-
17,21,22). Prevalence indices are measuring, thus, the burden of disease or any other health condition in a population or its
power (praevaleo lat. to be very strong) at a designated time. A special problem could be the fact that the term “prevalence”
could denote various prevalence measures, mostly as a synonym for “prevalence rate” (in a classic epidemiologic sense).

Prevalence measures could be classified according to various characteristics. Three different classifications
are summarized in Figure 1.
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Figure 1. Classifications of prevalence measures according to various characteristics

absolute point
relative period

PREVALENCE

l

prevalence proportional
prevalence rate (in a classic epidemiologic sense)
prevalence odds

Classification of prevalence measures according to type of frequency measure upon which are
based

According to the type of frequency measure upon which are based, we distinguish between absolute and
relative prevalence.

1. Absolute prevalence, prevalent number or prevalence

This measure is simply a number of all cases of observed phenomenon at a designated time (at a specified
moment, or at any time during a specified period).

Absolute prevalence frequency measures are important in health care planning (e.g. number of hospital
beds needed for treatment of certain group of health states). Calculation of this measure in practice is presented in
“Case study 1”.

2. Relative prevalence

Relative prevalence are several measures based upon relative frequency (based on different measures of
relative frequency) - prevalence as a proportion, prevalence as a rate (in a classic epidemiologic sense), and
prevalence as odds. All three measures will be discussed later in detail, only the first one, the prevalence as a
proportion, is presented in this first place to be contrasted to absolute prevalence (Equation 3):

P _ Nd+allcases(dt) .
rel (proportim) — N Equatlon 3.
all persons(dt)
P i proporiion) = T€lative prevalence as a proportion
Ny all cases @ = number of all persons with the disease under observation (cases) at designated time
Naii persons @ = number of all persons under observation at designated time

Prevalence proportion is a probability of having a disease at a time t, or a probability that an individual will
be a case at time t (7).

Relative prevalence frequency measures are important in comparisons (e.g. between two or more population
groups, between two or more populations, etc.)

Calculation of this measure in practice is presented in “Case study 1.

Classification of prevalence measures according to the type of a designated time of observation

According to the type of a designated time of observation, which could be a specified moment, or a specified
period, we distinguish between point and period prevalence. When used without any qualification, the term
prevalence refers usually to point prevalence.

1. Point prevalence (1-3)

It is the measure which expresses the burden of the disease under observation at a specified point in time. It
could be absolute (absolute point prevalence), or relative (relative point prevalence). A specified point in time could
be:

e aspecified point in calendar time (e.g. calendar day, calendar week, calendar month), or

e a specified point in the natural course of the disease (e.g. the point of onset of the symptoms), or a specified event
that may be associated with or produce changes in human health (e.g. a specified event in a life course, which could
be different by calendar time for any of individuals under observation, like onset of puberty, menopause, the
beginning of retirement, third post-operative day, etc.).

Relative point prevalence could be expressed as a proportion, rate (in a classic epidemiologic sense), or odds.
Point prevalence expressed as prevalence proportion is a probability for having a disease under observation at a
specified point in time (7,22), and it could be calculated as follows (Equation 4):
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P _ Nd+all cases(pointin time)

point~ rel (proportim) — N

all persons(pointin time)

Equation 4.

pointP rel (proportion) = POiNt prevalence as proportion (probability) for having a disease at a specified point in time
N+ all cases (point in timey = NUmMber of all persons with the disease under observation (cases) at a specified point in time
Nt persons (point in timey = Number of all persons under observation at a specified point in time

Calculation of this measure in practice is presented in Case study 1.

2. Period prevalence (1-3,7,10)
Another prevalence measure is period prevalence which is much less frequently used as point prevalence.
It is the measure which expresses the probability that an individual in a population will be a case any time during a
period of time (7,10), and it could be calculated as a ratio (not a proportion) as follows (Equation 5):

P = Nd+allcases(period0ftime) _ Nd+() + Nd+newcases(perbd of time)
el — -

period*r N N Equation 5.

all persons(period of time) all persons(period of time)

periodPrelative = Period prevalence as a probability for having a disease at any time during a specified period

N+ all cases (period oftimey = Number of all persons with the disease under observation (cases) at any time during a specified period
N persons (period oftimey = Number of all persons in the population for this same period

Ng; o = number of persons with the disease under observation (cases) at the beginning of the specified period

N+ newcases (period oftime) = Number of new cases of the disease under observation during a specified period

This measure requires the assumption of a stable dynamic population for estimation (7,10). If the study
population is unstable, this measure has little practical value.

Period prevalence is most often used in situations when the exact time of the onset of a phenomenon under
observation for individual cases is not known (7). Calculation of this measure in practice when the assumption of a
fixed cohort is met is presented in “Case study 1”".

In continuation, we will discuss in detail only the point prevalence.

Classification of relative point prevalence measures according to the type of relative frequency
measure upon which are based

According to the type of relative frequency measure upon which is based a point prevalence measure, we
distinguish between relative point prevalence as a proportion, as a rate, and as odds.

1. Measures in which the numerator is included in the denominator

Prevalence proportion (7,22)

This measure expresses the probability of having a disease at a designated time under observation.
We have already presented this measure (Equation 4), but since here we introduce the notation usually used
in epidemiologic textbooks, we repeat it as a new equation (Equation 6):

Nd+allcases( ointin time)
P= N SpoRt Equation 6.

all persons(pointin time)

P = prevalence proportion
N+ all cases (pointin imey = NUmMber of all persons with the disease under observation (cases) at designated time
Nl persons (pointin timey = NUMber of all persons under observation at designated time

Calculation of this measure in practice is presented in “Case study 1.

Prevalence rate (in a classic epidemiologic sense) (1,2,12,23)

This measure is very similar to the first one. The only difference is that it has additional components —

the multiplier and a time component. It is a rate in a classic epidemiologic sense and, when a point prevalence,
it is calculated as follows (Equation 7):

_ Nd +allcases(pointin time) «

PR= K
N

Equation 7.

all persons(pointin time)

PR = prevalence rate

N+ all cases @ = Number of all persons with the disease under observation (cases) at designated point in time
Naii persons @y = number of all persons under observation at designated point in time

K = multiplier (100, 1000, 10.000, 100.000...)

Calculation of this measure in practice is presented in “Case study 1.
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2. Measure in which the numerator is not included in the denominator

Prevalence odds (14,22)

Prevalence odds are the ratio of the probability of having a disease to that of not having it at a point in time,
or when through algebraic cancellation of total number of possible events the reduction is performed, the ratio of
cases to non-cases of the disease under observation at a point in time. Prevalence odds could be calculated as follows
(Equation 8):

N
PO = d+allcases(dt) Equation 8.

Nd —allcases(dt)

PO = prevalence odds
Ny all cases @ = number of all persons with the disease under observation (cases) at designated time
N g all cases @) = number of all persons without the disease under observation (non-cases) at designated time

Calculation of this measure in practice is presented in “Case study 1.

Incidence

Incidence is a common term for a group of measures which are quantifying a break out of new cases of
a health phenomenon (e.g. a disease) under observation (incido in morbum lat. to fall ill) during a specified
period in a specified group of persons (e.g. population) (1-6,12-17,21,22). A special problem is that the term
“incidence” is used to denote various incidence measures.

By performing regular observation of breaking out of new cases of phenomenon under observation
during every of specified equal time periods we are observing its dynamics in a specified population.

Incidence measures could be classified according to various characteristics. Four different
classifications are summarized in Figure 2.

Figure 2. Classifications of incidence measures according to various characteristics

absolute cumulative
relative partial
INCIDENCE

weekly incidence proportion or risk
monthly incidence rate (in a classic epidemiologic sense)
annual incidence odds
5-year “person-time” incidence rate
10-year...

Classification of incidence measures according to type of frequency measure upon which are based
According to type of frequency measure upon which are based, we distinguish between absolute and relative

incidence. The later is more frequently used than the first. When used without any qualification, the term incidence

refers usually to absolute incidence, though sometimes is used to mean relative incidence, mostly incidence rate.

1. Absolute incidence, incident number or incidence (1)

This measure is simply a number of new cases of observed phenomenon during a specified period in a
specified group of persons (e.g. population).

Absolute incidence frequency measures, similarly as absolute prevalence frequency measures, are important
in health care planning.

Calculation of this measure in practice is presented in “Case study 2”.

2. Relative incidence

Relative incidence are several measures based upon relative frequency (based on different measures of
relative frequency) - incidence as a proportion, as a rate, as odds, and as an incidence density. All four measures will
be discussed later in detail, only the first one, the incidence proportion, is presented in this first place to be contrasted
to absolute incidence (Equation 9):
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I _ Nd+newcases(gp) .
rel (proportim) — N Equatlon 9.
all personsatrisk(bgp)

Liel proportion) = relative incidence as proportion (proportion of candidate individuals who developed the disease during the given
period)

N+ newcases g = Number of new cases of the disease under observation during a given period

Nai persons at risk (bep) = NUMber of all persons at risk for getting ill with the disease under observation at the beginning of a given
period

Relative prevalence frequency measures are important in comparisons (e.g. between two or more population
groups, between two or more populations etc.)
Calculation of this measure in practice is presented in “Case study 2”.

Classification of incidence measures according to the fact if the measure expresses the incidence in
total observation time or in several parts of it

Although in epidemiology the term “cumulative incidence” is commonly referring to incidence proportion,
its intrinsic meaning is referring to cumulation of something (similarly as in statistics). According to this
characteristic we distinguish between cumulative and partial, usually annual incidence. The later is the most
frequently used measure among possible partial measures.

1. Cumulative incidence

This measure is the number or proportion of individuals under observation in which the onset of observed
disease was registered during the entire specified period of observation. Usually it is expressed as a proportion, and it
is calculated as follows (equation 10):

I _ Nd+newcases(gp) .
cum-rel (proportim) — N Equation 10.
all personsatrisk(bgp)

cumlrel (proportiony = Cumulative incidence as proportion (proportion of candidate individuals who developed the disease
during the entire given period)
N+ newcases gy = Number of new cases of the disease under observation during a given period
Nl persons at risk (bepy = NUMber of all persons at risk for getting ill with the disease under observation at the beginning of a
given period

The period of observation (the beginning and the end of the period) has to be exactly stated. The beginning
could be based upon calendar time or upon some event in a life-course of individuals under observation (the time of
the diagnosis of the disease under observation, or exposure to an agent). This interval is generally the same for all
members of the group of individuals under observation, which is true only for fixed cohorts. When withdrawals are
present, calculation of this measure is more complicated (7,14,22). Usually, in cohort studies, there are several losses
of individuals under observation from follow-up. This is the situation in which the occurrence of the event of interest
is uncertain because of different reasons. A situation in which the time-to-event is unknown is called censoring (24).
Detailed discussion on this issue is beyond the scope of this module, and is being worked out in a separate module in
this book.

Calculation of this measure in practice is presented in “Case study 2”.

2. Partial incidence

Total period of observation could be split into several parts in order to get a more correct estimate of
incidence, especially the when frequency is varying over time. Annual incidence is usually representative of a partial
incidence (one should note that annual incidence could be also a cumulative incidence if a course of a phenomenon
under observation is relatively rapid). This measure is the number or proportion of individuals under observation in
which the onset of observed disease was registered during the 1-year period. If it is expressed as a proportion, it
could be calculated as follows (Equation 11):

I _ Nd+newcases(l»year period) .
ann-rel (proportim) — N Equatlon 11.
all personsatrisk(beginningof 1-year period)

annlrel (proportiony = @nnual incidence as a proportion (proportion of candidate individuals who developed the disease during the
given period)

N+ new cases (1-year periody = NUMber of new cases of the disease under observation during1-year period

Nl persons at risk (beginning of 1-year period) = NuMber of all persons at risk for getting ill with the disease under observation at the
beginning of a given 1-year period

Calculation of this measure in practice is presented in “Case study 2”.
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Classification of relative incidence measures according to the type of relative frequency measure
upon which are based

According to type of relative frequency measure upon which are based relative incidence measures, we
distinguish between relative incidence as a proportion, as a rate, as odds, and as an incidence density.

1. Measures in which the numerator is included in the denominator

Incidence proportion (21)

Incidence proportion is a proportion of individuals under observation who developed the disease under
observation during a period of observation out of all individuals under observation who were free of disease at the
beginning of the specified period of observation (but, at risk for getting the disease). Here we need to introduce two
very important terms: “risk” and “cumulative incidence” (1,2,7,9,10,21). Frequently, it seems that risk and
cumulative incidence are the same measure, although this is true under very restricted conditions (7). Both terms are
closely related to the incidence proportion.

Risk is defined as the probability that a disease-free individual is developing a disease under observation over
a specified period, conditional on that the same individual is not dying from any other disease during the period (7).
Thus, risk is a conditional probability, with values varying between zero and one. It is dimensionless (7). It usually
refers to the first occurrence of the disease for each initially disease-free individual, although it is possible to consider
the risk of developing the disease under observation within a specified period more than once (7).

In practice, risk is estimated by using different methods. The simple cumulative method is the easiest and
most widely used (7). For a cohort of subjects followed for a given period of time, risk is often estimated by
calculating the proportion of candidate subjects who develop the disease during the observation period. This measure
is usually referred to as the cumulative incidence (CI) (7). One should be aware that in this case the term “cumulative
incidence” plays a technical term, used more in a meaning of incidence proportion than in a meaning of incidence,
cumulated over time. The observation period has to be clearly stated since the value of the measure is increasing with
the prolongation of period of observation. This period could be based upon a calendar time, or not so (e.g. first year
after the exposure, first year after surgery, etc.). Generally, cumulative incidence is estimated only for the first
occurrence of the disease. If the durations of the individual follow-up periods for all non-cases are equal, the
cumulative incidence is equivalent to the average risk for members of the cohort. This means that under the
condition of a fixed cohort, cumulative incidence is a good estimate of risk. This is the reason that cumulative
incidence and risk are frequently equalized. But once again, because risk is, by its definition, a conditional
probability, it cannot be accurately estimated by calculating cuamulative incidence unless all subjects in the observed
candidate population are followed for the entire follow-up period or are known to develop the disease (or, another
observed phenomenon) during the period of interest (7).

We have already presented the equation for calculation of incidence proportion (Equation 9), but since
usually this measure is frequently denoted as risk (R), we repeat it as a new equation (Equation 12). In this module,
this notation will be used from now on.

R= Nd+newcases(gp)

Equation 12.

Nall personsatrisk(bgp)

R = risk
N+ new cases (gpy = number of new cases of the disease under observation during a given period

Nati persons at risk (bgp) = Number of all persons at risk for getting ill with the disease under observation at the beginning of a
given period

Calculation of this measure in practice is presented in “Case study 2”.
Risk could be estimated using different methods (simple cumulative, actuarial, density, or Kaplan Meier
method) (7,14,21), which will be discussed in a separate module in this book.

Incidence rate (in a classic epidemiologic sense) (1-3,23)

Under the term “incidence rate” many types of ratios are frequently referred, including proportions (21). One
of them is the incidence rate in a classic epidemiologic sense. This measure is a ratio between new cases of the
disease under observation in a given period of time and total number of the population at risk for getting a disease at
the beginning of the given period, with suitable multiplier. Mostly, it is calculated by the following equation
(Equation 13):

IR = Nd+newcases(gp)

x K Equation 13.

Nall personsatrisk(bgp)

IR = incidence rate
N+ new cases (gp) = Number of new cases of the disease under observation during a given period
Naii persons at risk (bep) = Number of all persons at risk for getting ill with the disease under observation at the beginning of a given
period
K = multiplier (100, 1000, 10.000, 100.000...)
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Calculation of this measure in practice is presented in Case study 2.

2. Measures in which the numerator is not included in the denominator

Incidence odds (1,2,22,25)

Incidence odds (also known as disease, or risk odds) is the measure of odds of getting ill during the period
of observation. It is a ratio of conditional probability of developing the disease (risk) to conditional probability of not
developing the disease (1-risk) (7).

If we abridge the elements of this ratio, odds represent the ratio of new cases of the disease under
observation to persons who remained non-cases during the period of observation (Equation 14):

R N
0= = —d+newcases(gp) Equation 14.
1-R Nu— p)

IO = incidence odds
N+ newcases (gp) = Number of new cases of the disease under observation during a given period
N . gpy = number of all persons without the disease under observation (non-cases) during a given period

Calculation of this measure in practice is presented in “Case study 2”.
This measure has no practical value, since in an incidence (cohort) study we can calculate an incidence
proportion, or person-time incidence rate.

Incidence density (1,2,7,14,16,21,22)

Although, as it was emphasized previously, many types of ratios (including proportions) are frequently
referred to as “rates”, in its precise usage a “rate” is the ratio of a change in one quantity to a change in another
quantity, with the denominator quantity often being time (21).

In measurement of incidence, there exist an index that measures how rapidly new cases of a phenomenon
under observation are developing (when a death is a phenomenon under observation, how rapidly persons with a
disease under observation are dying), or that measures the change in frequency of a health phenomenon to a change
per unit of time. Some epidemiologists use the term “incidence rate” to denote this instantaneous measure (7,10),
while others have referred to this concept as an instantaneous risk (7), or hazard rate (especially when death is the
event under observation) (7,26,27). This index is measuring the instantaneous potential for change in disease status
(from being disease-free to being diseased) per unit of time, relative to the size of the candidate population (disease-
free population) at a given moment in time (1,7,27). If this measure is contrasted to incidence risk (incidence
proportion), it is an instantaneous measure, which refers to a point in time and not to a period. Also, the incidence
risk is dimensionless while person-time incidence rate is expressed in units of 1/time or time™! (e.g. years’l) (7). In
fact, it is the probability of the event under observation occurring within the time unit (e.g. day, month, year) under
observation, given that it did not occur in a certain time unit (e.g. in a given day).

The problem of this measure is that we usually cannot express the size of the population at risk under
observation (population free of disease at the beginning of the observation period) as a mathematical function of
time, and thus we cannot express instantaneous incidence rates. Instead, we estimate an average incidence rate for a
given period. This is analogous to the use of speed as an estimate of average velocity (7,10). The speedometer in a
car is measuring how fast we are travelling at the moment of time we are looking at the speedometer. This does not
mean that we are travelling with the same velocity all the time. The velocity is an example of an instantaneous rate. If
we would read the velocity every few seconds for an hour, we could obtain an average velocity per hour. But there
exist another measure, called speed that estimates the average velocity. The speed is the change in location divided
by the change in time (we look at the kilometres counter at the beginning of the one-hour trip and at the end). The
speed is an example of an average rate.

Coming back to epidemiologic data, it is much easier to determine an average rate than an instantaneous rate.
Incidence density is an average rate for estimating average of instantaneous incidence rates (7,26). For this measure,
other terms are used as well, being incidence rate, person-time incidence rate, average incidence rate, and force of
morbidity (26)".

Technically, incidence density is the rate between the number of new cases which occur during the period
under observation, and the quantity known under the term person-time (PT). This measure is expressed in units of
1/time or time™ as well. It could be calculated as follows (Equation 15):

"In this place, we need to give a warning about terminology used for this group of measures. A common problem in
epidemiology of existence of multiple terms for the same concept is very explicit here. Also, a single term is applied to
different concepts. The usage of terms differs from one author to another. On one hand, for example, Kleinbaum et al (7) are
using the term “incidence rate” to denote the instantaneous potential per unit of time for event under observation to occur, given
that the individual has survived up to the time (moment) of observation, and denote the average rate for estimating average of
instantaneous rates as incidence density. The term “hazard rate” is used as a synonym for “incidence rate”. On the other hand, for
example, Benichou and Palta (26) are using the term “hazard rate” to denote the instantaneous potential per unit of time for event
under observation to occur, given that the individual has survived up to the time (moment) of observation, and denote the average
rate for estimating average of instantaneous rates as “incidence rate”. The term “incidence density” is used as a synonym for
“incidence rate”.
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ID = M Equation 15.

PT
ID = incidence density

N+ newcases gpy = Number of new cases of the disease under observation during a given period
PT = person-time

The measure is interpreted as average incidence rate for a cohort during the period under observation.
Incidence density is the measure among family of incidence measures, which could play a role of an autonomous
measure, or a role of intermediate measure in the process of estimating of incidence risk, what will be discussed in a
separate module in this book.

As an element for calculation of incidence density, the quantity person-time or, person-time at risk, is
introduced. It is the quantity which includes the information on number of individuals under observation at risk for
getting the disease under observation (free of disease at the beginning of the observation period), and the exact time
interval of this risk (the time between the beginning of the observation and the moment of break-out of the
disease) (1). Mathematically, it is the sum of the periods of time at risk for each of the individuals under
observation. This method enables to take into account how much of time exactly contributes each individual
under observation to the population at risk, and thus to measure incidence rate over extended and variable time
periods in a dynamic cohort in which there are several censored observations (deaths of other causes, change of
domicile etc.). Usually, the time period is one year, and the measure is person-year (PY). In this concept each
individual under observation contributes to the population at risk that many years as much as he/she was under
observation before the disease under observation broke out (an individual under observation that is observed 1
year contributes 1 person-year, an individual under observation that is observed 9 months contributes 0.75
person-year, etc.). PY could be calculated as follows (Equation 16):

PY = t(y)obl +t(y)ob2 + "'+t(y)0bn Equation 16.

PY= person-years

t(y)op1 = No. of years at risk for individual under observation No.1
t(y)op2 = No. of years at risk for individual under observation No.2
t(Y)opn = No. of years at risk for individual under observation No.n

Calculation of PY and incidence density in practice is presented in “Case study 2”.

Special incidence measures

Mortality

Mortality is one of the most important epidemiologic and demographic measures which could be
classified in the family of incidence measures (8,19). It is a ratio between number of deaths during a given
period (usually 1 calendar year) and number of all persons at risk of dying during given period at the beginning
of this period (usually number of the population, usually estimated at the middle of the year of the observation)
(1,2,8). In fact, mortality is the incidence of death. Technically, it is usually expressed as rate (in a classic
epidemiologic sense) (mortality rate, or death rate), and could be calculated as (Equation 17):

N,
Mo = deaths(gp)

xK Equation 17.

Nall personsatrisk(bgp)

Mo = mortality rate

Nieatns (¢py = number of deaths during a given period

N persons at risk (bepy = NUMber of all persons at risk of dying during given period at the beginning of this period
K = multiplier

Hazard rate

We have already introduced the term »hazard rate« when we were introducing the concept of
measuring instantaneous potential per unit of time for event under observation to occur, given that the
individual has survived up to the time (moment) of observation. In the case when the observed event is a death
from a disease, this measure is usually known as “hazard rate” (1,7,26,27). Similar to the idea of velocity, a
hazard function h(t) gives the instantaneous potential at time t for getting an event. Estimate of average of these
instantaneous potentials could be calculated as follows (27) (Equation 18):

_ Ndea ths(gp)
PT,

h Equation 18.

h = hazard rate

Naeaths (g = number of deaths during a given period

PT, = person-time (sum of periods at risk for death for each individual)
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When the unit of time under observation is one day, this measure could be interpreted as the risk of dying
for the person on that particular day, given that he/she has survived to that day (27).

Relationship between prevalence and incidence
Prevalence and incidence are very closely related (2,3).
This relationship is illustrated in Figure 3.

Figure 3. The relationship between prevalence and incidence of a health phenomenon
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Input to the prevalence pool represent incident cases (new cases of a disease under observation), while
output represent recoveries and deaths. Indirectly, the prevalence depends on duration of the disease. If the recovery
rate is low, and the mortality is low as well, the chronicity of the disease is high and, consecutively, the prevalence is
high. In such a case, even a low incidence leads to a high prevalence. Prevalence thus depends on incidence and
duration of the disease. When both quantities are stable, and the prevalence of the disease is low (e.g. for cancer), this
relationship could be expressed as follows (Equation 19) (2):

P =1D xaverage durationof the disease Equation 19.

P = prevalence
ID = incidence density

However, incidence, recovery rate and mortality rate of the disease under observation are not the only
factors which influence the prevalence. The smaller part of the prevalence pool input contribute also the
immigrated cases, while the smaller part of the output contribute also emigrated cases. Furthermore, there exist
the influence of competitive factors like mortality of extraneous factors (deaths because other causes than the
disease under observation, e.g. traffic accidents). Because of a lot of possible influences, the prevalence has to
be always interpreted cautiously.

Case studies

Data set
The illustration of differences between families of prevalence and incidence measures, and the differences
between measures inside both families is be based upon an ideal set of example data (Figure 4).

The example data-set could be described as follows:

1. We have 20 individuals under observation which are all followed up for exactly 5 years. The course of events
during 5-year observation time is shown in Figure 4. The most important example data characteristics are as
follows:

o at the beginning of the study all individuals under observation are without disease under observation, and
o all of them are exposed to the effect of the same noxious agent,

e some of them get ill and some not, and

o all cases of disease are diagnosed.

2. Other important characteristics (for easier understanding of measures) are also:
¢ all members enter the study at the same time (at the beginning of the study), and
e nobody gets out the study (because of recovery, death, or change of domicile) — our cohort is a fixed cohort,

all are followed-up exactly the same time,
o the disease under observation is supposed to be chronic (there is no recovery after becoming diseased).
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Figure 4. The course of events during a 5-year observation time of 20 individuals under observation, exposed
to the effect of the same noxious agent, in the example data set
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LEGEND: == the period of exposure to the effect of the noxious agent (being at risk of developing a disease under observation
before an event occurred) in individuals that developed the disease under observation; = the period of exposure to the effect of the
noxious agent (being at risk of developing a disease under observation before censoring occurred) in individuals that were lost to
follow-up (voluntarily withdrawal from the study or change of domicile).

Case study 1: Prevalence measures

Absolute and relative prevalence

For calculating the absolute prevalence let us choose the point 2 years after beginning of the study (Figure 5).
Results of counting of existing cases of observed disease exactly 2 years after beginning of the study (Figure 5) show
that there exist 9 persons with the disease (e.g. cases of the disease). Thus absolute prevalence or prevalent number,
or simply prevalence, of the observed disease 2 years after beginning of the study is 9.

For calculating the relative prevalence let us choose again the point 2 years after beginning of the study
(Figure 5). Results of counting of existing cases of observed disease exactly 2 years after beginning of the
observation period (Figure 5) show that there exist 9 individuals under observation with the disease (e.g. cases of the
disease) among a whole group of 20 individuals under observation. Relative prevalence as prevalence proportion or
probability for having a disease under observation at point 2 years after beginning of the study is, when calculated
according to Equation 3 as a decimal fraction, (Equation 20):

P 2 =0.450 Equation 20.

rel (proportim) — 20
The relative prevalence expressed as prevalence proportion (probability of having a disease under
observation) at point 2 years after beginning of the study is 0.450 or 45.0%.

Point and period prevalence

For calculating the point prevalence let us choose again the point 2 years after beginning of the study (Figure
5). The point prevalence in this point expressed as absolute point prevalence is 9, while expressed as a relative point
prevalence (as a proportion) is according to Equation 4 (Equation 21):

9

P — =0.450 Equation 21.
20

pointLrel (proportim) —
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Figure 5. Graphic presentation of point prevalence exactly two years after beginning of the observation
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LEGEND: == the period of exposure to the effect of the noxious agent (being at risk of developing a disease under observation
before an event occurred) in individuals that developed the disease under observation; = the period of exposure to the effect of the
noxious agent (being at risk of developing a disease under observation before censoring occurred) in individuals that were lost to
follow-up (voluntarily withdrawal from the study or change of domicile).

For calculating the period prevalence under assumption of fixed cohort, and assumption of chronicity of the
disease under observation (once an individual gets the disease he/she cannot recover) let us choose the period of the
second year of the study (Figure 6, dashed frame). The period prevalence in this period expressed as an absolute
period prevalence is 9 - six individuals (No. 1, 2, 3, 6. 9 and 18) already had a disease at the beginning of the second
year of the observation, while three of them got the disease during the second year period (No. 10, 12 and 15). The
period prevalence, expressed as a relative period prevalence (as a proportion) is according to Equation 5 (Equation
22):
6+3 9

P (proportim) — 7 = % =0.450 Equation 22.

period

If the observed period is only the first half of the second year of the study (Figure 6 gray filled part of the

dashed frame), the period prevalence in this period expressed as an absolute period prevalence is 7 - six individuals

already had a disease at the beginning of the second year of the observation, while one of them got the disease during

the first half of the second year period. The period prevalence, expressed as a relative period prevalence (as a
prevalence proportion) is (Equation 23):

6+1 7

P =—=0.350 Equation 23.
20

period L rel (proportia) — 20

Relative point prevalence measures

Prevalence proportion

Results of counting of existing cases of observed disease exactly 2 years after beginning of the observation
period (Figure 5) show that there exist 9 persons with the disease (e.g. cases of the disease) among 20. We have
already calculated the prevalence proportion (Equations 19 and 20). We repeat this equation with a new notation
according to Equation 6 (Equation 24):

9
P=—=0.450 Equation 24.
20

Prevalence rate
Relative prevalence could be also expressed as prevalence rate (in a classic epidemiologic sense). In this
case, it is calculated when the multiplier is 1,000 according to Equation 7 as follows (Equation 25):
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PR = 29—0 x 1000 =0.450 x 1,000 =450 Equation 25.

The relative prevalence of the disease under observation expressed as prevalence rate at point 2 years after
beginning of the study is 450 per 1,000.

Prevalence odds

Results of counting of cases and non-cases of observed disease exactly 2 years after beginning of the
observation period (Figure 5) show that there existed 9 persons with the disease (e.g. cases of the disease) and 11
without it (non-cases). Relative prevalence as prevalence odds for having a disease at this point in time is calculated
according to Equation 8 as follows (Equation 26):

PO = % =0.818 Equation 26.

Figure 6. Graphic presentation of period prevalence in the whole second year (dashed frame) or in the first
half of the second year of the study (gray filled part of the dashed frame) on example data
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LEGEND: == the period of exposure to the effect of the noxious agent (being at risk of developing a disease under observation before an event
occurred) in individuals that developed the disease under observation; == the period of exposure to the effect of the noxious agent (being at risk of
developing a disease under observation before censoring occurred) in individuals that were lost to follow-up (voluntarily withdrawal from the study
or change of domicile).

The relative prevalence of the disease under observation expressed as prevalence odds at point 2
years after beginning of the study is 0.818. This means that 2 years after exposure there is 0.818 of a person
with disease to 1 person without it (or if we calculate reverse odds — 1.222 of a person without a disease to 1
with it).

Case study 2: Incidence measures

Absolute and relative incidence

For calculating the absolute incidence let us choose the entire 5-year period of observation (Figure 7). Results
of counting of cases of observed disease which broke out during the 5-year period (Figure 7) show that there were 19
cases, thus absolute incidence of the observed disease in a 5-year period of the study is 19.

For contrasting the relative incidence let us choose again the entire 5-year period of observation (Figure 7).
Results of counting of cases of observed disease in which onset of this disease was registered during the 5-year time
of observation (Figure 7) show that there were 19 cases among 20 individuals under observation. Relative incidence
as incidence proportion during the 5-year period of observation is when calculated according to Equation 9 as a
decimal fraction (Equation 27):

19

Irel (proportim) — E =0.950 Equation 27.

The relative incidence expressed as incidence proportion during the 5-year period of observation is 0.950
(or when expressed as a percentage, 95.0%).
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Cumulative and partial incidence proportion

For contrasting the cumulative and partial incidence let us choose again the entire 5-year period of
observation (Figure 7). Results of counting of cases of observed disease which broke out during the entire 5-year
time of observation (Figure 7) show that absolute cumulative incidence is 19, and relative cumulative incidence
expressed as risk according to Equation 10 is as follows (Equation 28):

19 .
cumlrel (proportim) — 2—0 =0.950 Equation 28.

Thus the cumulative incidence proportion for the S5-year period is 0.950 (or when expressed as a
percentage, 95.0%).

Figure 7. Graphic presentation of incidence in the whole period of study on example data
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Results of counting of cases of observed disease which broke out during the first year of observation (Figure
8, dashed frame) show that there 6 cases of the disease appeared within this period thus absolute annual incidence in

the first year of observation is 6. Relative annual incidence expressed as a proportion according to Equation 11 is as
follows (Equation 29):

6 .
annIrel (proportim)(year 1) — % =0.300 Equation 29.

Thus the annual incidence proportion for the first 1-year period is 0.300 (or when expressed as a percentage,
30.0%).

Relative annual incidences expressed as a proportion for the following four years are as follows (Equations
30-33):

annlrel proportia(year 2) = % =0.214 Equation 30.
annlrel proportio)(year 3) = % =0.636 Equation 31.
annlrel proportia)(year 4) = % =0.750 Equation 32.
annlrel proportim)(year 5) = % =0.000 Equation 33.
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Figure 8. Graphic presentation of annual incidence in the first year of the study (red frame) on example data
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LEGEND: == the period of exposure to the effect of the noxious agent (being at risk of developing a disease under observation
before an event occurred) in individuals that developed the disease under observation; = the period of exposure to the effect of the
noxious agent (being at risk of developing a disease under observation before censoring occurred) in individuals that were lost to
follow-up (voluntarily withdrawal from the study or change of domicile).

Relative incidence measures
Incidence risk (estimate)
Results of counting of cases of observed disease in which onset of this disease was registered during the 5-
year time of observation (Figure 7) show that there were 19 cases among 20 individuals under observation.
According to Equation 12, estimate of incidence risk is calculated as follows (Equation 34):

1
R= —9 =0.950 Equation 34.
20

Thus, the incidence risk for the 5-year period of observation estimated by calculating cumulative 5-year
incidence proportion is 0.950 (or when expressed as a percentage, 95.0%).

Incidence rate (in a classic epidemiologic sense)
Relative incidence could be also expressed as incidence rate (in a classic epidemiologic sense). In this case,
it is calculated when the multiplier is 1,000 according to Equation 13 as follows (Equation 35):

IR= % x 1000 =0.950 x 1,000 =950 Equation 35.

The relative incidence of the disease under observation expressed as incidence rate during the 5-year period
of observation is 950 per 1,000.

Incidence odds

Results of counting of cases and non-cases of observed disease at the end of the 5-year period of
observation show, that there exist 19 persons with the disease (e.g. cases of the disease) and 1 without it (non-case).
Relative incidence as incidence odds of getting a disease during 5-year period according to Equation 14 is as follows
(Equation 36):

19
0= T =19.000 Equation 36.

The relative incidence expressed as incidence odds at the end of the 5-year period of observation is 19.000.
This means that in 5-year interval there will be 19 persons with disease to 1 person without it (or if we calculate
reverse odds —0.053 of a person without a disease to 1 with it).
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Incidence density

The last relative incidence measure to be presented is incidence density. To calculate this measure we need
first to calculate a quantity called person-years (Equation 16). Table 1 (based on Figure 4) is presenting the exact
duration of time in which each individual under observation was under observation before the disease under
observation broke out (time of being at risk). In total all 20 individuals under observation were exposed (at risk) in 5-
year period 39 person-years.

Table 1. Data for calculation of person-years

Id. number Onset of the disease (0=no, 1=yes) Time of being at risk* (Years)
1 1 0.75
2 1 0.25
3 1 0.50
4 1 2.25
5 0 5.00
6 1 0.25
7 1 3.50
8 1 2.25
9 1 0.75
10 1 1.50
11 1 2.50
12 1 1.25
13 1 2.25
14 1 3.50
15 1 1.75
16 1 3.25
17 1 2.50
18 1 0.50
19 1 2.25

20 1 2.25
Total Diseased: 19 Person-years: 39.00

In continuation, the incidence density for data presented in Figure 4 and Table 1 could be calculated for 5-
year period according to Equation 15 as follows (Equation 37):

19
ID= 5 =0.4872 Equation 37.

If we than multiply the ID with 1,000 we get the value 487, which could be interpreted as: on average in 5-
year interval 487 individuals under observation got ill per 1,000 population with the disease under observation if they
are exposed to the effect of the noxious agent.

Exercises

Data set 1
A cohort of 20 individuals initially without a disease under observation, were followed up for 5 years. Times
of events are presented in Figure 9.

Task 1
For the example set of data presented in Figure 9, please, calculate:

e absolute prevalence and relative prevalence as prevalence proportion at the point one years after beginning of
the study.

¢ relative prevalence as prevalence proportion and prevalence odds at the point two years after beginning of the
study.

Task 2

For the example set of data presented in Figure 9, please, calculate:
e cumulative incidence as a proportion for 5-year interval; discuss whether this measure is reliable or not,
e annual incidences as incidence proportion for each year of observation,
¢ incidence density for 5-year interval; discuss whether this measure is reliable or not.

Data set2
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In Figure 10, another imaginary data-set is presented. Again, a cohort of 20 individuals initially without a
disease under observation, were followed up for 5 years.

Figure 9. Graphic presentation of events in a cohort of 20 people
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Task 3

For the example set of data presented in Figure 10, please, calculate:
e cumulative incidence as a proportion for 5-year interval; discuss whether this measure is reliable or not,
o annual incidences as incidence proportion for each year of observation,
o incidence density for 5-year interval; discuss whether this measure is reliable or not.

Figure 10. Graphic presentation of events in a cohort of 20 people
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LEGEND: == the period of exposure to the effect of the noxious agent (being at risk of developing a disease under observation before an event
occurred) in individuals that developed the disease under observation; = the period of exposure to the effect of the noxious agent (being at risk of
developing a disease under observation before censoring occurred) in individuals that were lost to follow-up (voluntarily withdrawal from the study

or change of domicile).
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AGE STANDARDIZATION: THE DIRECT METHOD

Jadranka Bozikov, Lijana Zaletel-Kragelj, Doris Bardehle

Theoretical background

Population diversity and confounding

When examining the health of populations, one of the fundamentals of this process is the comparison of
health indicators among and/or across different population subgroups within the countries.

Whenever we want to compare epidemiologic measures, irrespective of what they represent: morbidity (e.g.
incidence or prevalence measures), mortality or other measure, across different populations or population groups we
should take into account their diversity (1). Namely, populations/population groups are heterogeneous in regard to
various health related characteristics (e.g. age, gender, education, religion, genetic and geographic factors, etc.) (2).

When the epidemiological measures are calculated without taking into account this diversity, such kind of
epidemiological measures are called crude measures. The potential influence of the diversity could be imagined if
the procedure of calculation of crude values is taken into consideration - the value of crude population measure is in
fact an average of the values for the individual subgroups within a population (e.g. subgroups according to age),
weighted by their relative sizes (1). This means that, the larger the subgroup (e.g. age subgroup), the more influence
it will have on the crude measure. The comparison of crude measures across populations (or population groups) can
be thus misleading because they can be greatly affected by the influence of such characteristics (e.g. different age
distributions in the populations/population groups being compared).

In statistical terms, these characteristics are referred to as confounders. Confounding (from the Latin
“confundere” that means to mix together) is according to Last et al. defined as an effect which appears when the
measurement of the effect of an exposure on a risk is distorted by the relation between the exposure and other
“extraneous” factor (or multiple factors) that also influence the outcome under study (3). In this context, extraneous
factors are considered as factors other than the relationships between two phenomena under study. But, not every
characteristic meets the criteria for being a confounder. A confounding factor (or confounder) must meet three
criteria:

e it should be a known risk factor for the result of interest (4),
e it should be a factor associated with the exposure, but not a result of exposure (4), and
e it should be a factor that is not an intermediate variable between them.

Thus, when crude rates are interpreted, this interpretation would have been confounded by differences in the
populations being compared (e.g. differences in age distribution). We, therefore, need to control for the effects of
confounders in order to remove the confounding effect.

Controlling for the effects of confounding

There exist several procedures to control the effects of confounding. Some of them could be performed in the
designing and planning phase of a study, and the others in the phase of data analysis (5-7). The first group of
procedures (e.g. randomization, restriction, matching) is usually performed in experimental studies while the second
group (stratification, standardization, statistical modelling) is conducted in observational studies (5-7). This concept
of control of confounding in epidemiology derives from the limited opportunities for experimental control in non-
experimental design of studies.

In practice, age is the factor that is most frequently controlled or adjusted for confounding. In an older
population, higher rates of certain diseases that more frequently appear in older age-groups (e.g. cancers) could be
observed not because of the presence of risk factors, but because of the higher age itself (8). Traditionally, in
controlling for age confounding, standardization is applied (8).

Standardization

Definition and description
Standardization of health indicators is a classic epidemiological method defined as:

e aset of techniques used to remove as much as possible the effects of differences in age or other confounding
variables when comparing two or more populations (3),

¢ a method that removes the confounding effect of variables that we know (or think) that they could influence
the comparison between two or more populations (5,6),

e a statistical method for deriving measures that are comparable across populations that differ in age and other
demographic characteristics (9).
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Standardization provides an easy-to-calculate and easy-to-use summary measure e.g. standardized mortality
(abbreviated sometimes as SMR2) or standardized death rate (abbreviated as SDR3) when the outcome is death, or a
standardized morbidity measure when the outcome is disease occurrence (e.g. standardized incidence rate in the case
the morbidity measure is incidence - abbreviated sometimes as SIR*). These measures can be useful for information
users, such as decision-makers.

Types of standardization
Two approaches to standardization could be used, direct and indirect (1,3,5-9). They are used in different
situations that will be described below.

Direct standardization

Direct standardization is a procedure that forms a weighted average of age specific rates or risks, using as
weights the distribution of a specified standard population (1,3,8,9).

The method is called “direct” because it uses the actual morbidity or mortality rates of the populations being
compared (9).

In the direct standardization method, according to Last et al. (3), the directly standardized rate represents what
the crude rate would have been in the observed population if that population had the same structure as the standard
population with respect to the variable (or more variables) for which the standardization was performed.

Thus, these rates are hypothetical and by themselves they are not meaningful because they are not real. These
rates are useful only if they are used in comparisons of populations in the case that standardized rates in all the
compared populations are derived by the same procedure using the same standard population.

Direct standardization could be used to compare observed populations for which the specific crude rates are
known and statistically stable. It is commonly used in reports of vital statistics (e.g., mortality) or major disease
incidence trends (e.g., cancer incidence).

Indirect standardization

Indirect standardization is used to compare observed populations for which the specific crude rates are
unknown, or are statistically unstable (3). This is frequently the case of small populations, or when the observed
phenomenon is rare.

It is different from direct standardization in both, the method and interpretation. Instead of using the structure
of the standard population, we utilize its specific rates and apply them to the populations under comparison,
previously stratified by the variable to be controlled for. The total of expected cases is obtained this way. The SDR is
then calculated by dividing the total of observed cases by the total of expected cases. This ratio allows comparison of
each population under study to the standard population. A conclusion can be reached by simply calculating and
looking at the SDR. A SDR higher than one (or, 100% if expressed in percentage) indicates that the risk of dying in
the observed population is higher than what would be expected if it had the same experience or risk as the standard
population. On the other hand, a SDR lower than one (or, 100%) indicates that the risk of dying is lower in the
observed population than expected if its distribution were the same as the reference population.

Indirect standardization plays a major role in studies of occupational diseases.

Age standardization

Although age standardization is not a special type of standardization, we think it is worthy to emphasize it.
As already mentioned, age is the factor that is most frequently standardized for, since the age is one of the most
important confounders. Compared populations could have very different age structure that can influence the
interpretation of differences in crude rates of observed phenomenon.

Age-standardized rates calculated using the direct method represent what the crude rate would have been if
the population had the same age distribution as the standard population.

Age-standardization is particularly used in comparative mortality studies, since the age structure has an
important impact on a population’s overall mortality.

Limitations of standardization

It is important to know that standardization as a method for controlling confounding has some limitations.
Any summary measure can hide patterns that might have important public health implications. For example, with
age standardization, one might fail to detect age-specific differences in risk across time or place. This might arise if a
disease is displaying an increasing incidence due to a birth cohort effect (people at younger ages might have a higher
risk in recent years compared to previous years, while older people could have the opposite pattern). An age-

2 We should be aware that this abbreviation, SMR, is also used in the case of standardized mortality ratio as an outcome measure in
indirect standardization procedure which is not the subject of this module.

? The term standardized death rate (abbreviated as SDR) is commonly used in Health for All Data Base of WHO, European Region
(10).

* The same as under 1.
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standardized rate could hide these trends. Despite this risk, standardized rates have proved to be very useful summary
measures.

The procedure of direct age standardization

Entry data for the procedure
For accomplishing the procedure of direct age standardization, we need three sets of data:

1. Number of cases of a health phenomenon (death, disease) to be standardized:
We need absolute frequency (number of cases) of a health phenomenon to be standardized across the age
groups.
These data are usually derived from registration of health phenomena (mortality, morbidity data) - health
statistics of a country. Usually these data are administered by national public health institutes. Mortality data
are usually available, while morbidity data (e.g. cancer incidence) are more difficult to obtain. In Slovenia for
example, cancer incidence for several sites could be obtained from a high quality Cancer Registry of the
Republic of Slovenia. The Registry’s annual reports, Cancer Incidence in Slovenia, are one of the regular
ways of disseminating information of this registry. They are publicly available from their homepage as PDF
files (11).

2. Observed population data:
The next set of data that is needed for direct standardization is the distribution of population according to age.
These data are usually derived from the on-going registration of populations and/or population censuses.
They are usually provided by every country’s statistical office. For example, for Slovenia these data are
provided by the Statistical Office of the Republic of Slovenia. They are publicly available in Office’s annual
reports, Statistical Yearbook, from their homepage as PDF files (12).
For most of countries worldwide, these data can also be obtained from the U.S. Census Bureau International
Data Base Entry (13).

Table 1. Some standard populations. Adapted from Health for All database Manual (15) and
Surveillance, Epidemiology and End Results (SEER) Program homepage (16)

Age European European World 1996 Canadian 2000 US
group standard standard standard standard standard
population population population population population

(100,000) (million) (million) (million) (million)

0 1,600 16,000 24,000 12,342 13,818
1-4 6,400 64,000 96,000 53,893 55,317
59 7,000 70,000 100,000 67,985 72,533
10-14 7,000 70,000 90,000 67,716 73,032
15-19 7,000 70,000 90,000 67,341 72,169
20-24 7,000 70,000 80,000 67,761 66,478
25-29 7,000 70,000 80,000 72,914 64,529
30-34 7,000 70,000 60,000 87,030 71,044
35-39 7,000 70,000 60,000 88,510 80,762
40-44 7,000 70,000 60,000 80,055 81,851
45-49 7,000 70,000 60,000 71,847 72,118
50-54 7,000 70,000 50,000 55,812 62,716
55-59 6,000 60,000 40,000 44,869 48,454
60-64 5,000 50,000 40,000 40,705 38,793
65-69 4,000 40,000 30,000 37,858 34,264
70-74 3,000 30,000 20,000 32,589 31,773
75-79 2,000 20,000 10,000 23,232 26,999
80-84 1,000 10,000 5,000 15,424 17,842
85+ 1,000 10,000 5,000 11,617 15,508
Total 100,000 1,000,000 1,000,000 1,000,000 1,000,000

3. Standard population data:
An important step in the direct standardization is the selection of a standard population (4), since the value of
the adjusted rate depends on the standard population used.
The standard population may come from the populations under study — average, for example. In this case,
however, it is important to ensure that the populations do not differ considerably in their size, since a larger
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population may influence the adjusted rates (14). The standard population may also be a population without
any relation to the data under study but, in general, its distribution with regard to the adjustment factor should
not be radically different from the populations we want to compare.

In the European region of the World Health Organization, for comparison across countries within this region,
age-standardized death rates are calculated using the European standard population, while in other regions there are
employed other standard populations. The detailed description of the European standard population could be
obtained from the European Health for All Database manual (15). The age distribution of four different hypothetical
standard populations is presented in Table 1 (15,16).

The European standard population, which will be used in our case study, is also presented in Figure 1. For all
three sets of entry data the same age distribution is needed.

Figure 1. European standard population (100,000). Adapted from the Health for All database Manual (15)
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The procedure

Directly standardized rate is, in general, calculated by dividing the number of deaths by the actual local
population in a particular age group multiplied by the standard population for that particular age group and summing
across the relevant age groups. The rate is usually expressed per 100,000. The exact procedure for calculating
standardized death rates in 4 steps is as follows:

1. Step 1 - calculation of the specific crude death rate for every (specific) age group.

The crude specific death rate for every age group is obtained by dividing the number of deaths in every

specific age group by the observed (actual local) population in this age group multiplied by a multiplier

(usually 100,000) (Equation 1):

Ndealhi spec.group)>< 100 000

Equation 1.
N q

crudeDR(specAgroup):
pop( spec.group)

crudeDRyspec. groupy = crude death rate in a specific population group
Nacaths(spec. groupy = Number of deaths in a specific population group

Npop(spec. groupy = Number of population in a specific population group

2. Step 2 - calculation of the crude rate for total population.
The crude rate for total population is calculated using the similar formula as in calculating specific death rate
for every age group (Equation 1), except that in this calculation totals of number of cases and population are
used (Equation 2).

Ndeaths(total pop) % 100.000

Equation 2.
N quation

crudeDR(tolal pop)=
pop(total pop)

crudeDRtotal popy = crude death rate in a total population
Neaths (total popy = Number of deaths in a total population
Npop (total popy = Number of population in a total population

These totals need to be calculated prior to calculation of the crude rate for total population.

3. Step 3 - calculation of the expected number of deaths in the standard population for every specific age group.
The expected number of deaths in a specific age group is calculated by multiplying the result obtained in step
1 by the number of population in the standard population in this specific age group and dividing it by the
multiplier used in step 1 (usually 100,000) (Equation 3):
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_ crudeDR(spec.group)>< Nstand.po;{spee.group) Equation 3
exp.deaths(spec.group)™ .
p (spec.group) 100,000
Nexp.deaths (spec. groupy = Number of expected deaths in the standard population in a specific
