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Abstract

Most candidate biomarkers are never adopted into clinical practice. The likelihood that a biomarker with good 
predictive properties will be incorporated into urologic decision-making and will improve patient care can be 
enhanced by following established principles of biomarker development. Studies should follow the REMARK 
guidelines, should have clinically relevant outcomes, and should evaluate the biomarker on the same patients to whom 
the biomarker would be applied in practice. It is also important to recognize that biomarker research is comparative: 
the question is not whether a biomarker provides information, but whether it provides better information than is 
already available. Continuous biomarkers should not be categorized above or below a fixed cutpoint: risk prediction 
allows for individualization of care. The risk predictions must be calibrated, that is, close to a patient’s true risk, and 
decision analysis is required to determine whether using the biomarker in clinical practice would change decisions 
and improve outcomes. Finally, impact studies are needed to evaluate how use of the biomarker in the real world 
affects outcomes.

Introduction

Biomarkers are used either to assess the risk of a current diagnostic state, such as having biopsy-detectable cancer,  
or to predict the risk of a future event, such as prostate cancer death. In the former case, the biomarker gives the 
clinician information at less cost, risk, and inconvenience than the diagnostic test; in the latter case, it provides 
an estimate of probability for occurrence of a future outcome in an individual patient. In this paper, we review 
methodologic considerations for biomarker development using serum biomarkers in prostate cancer as an example. 
We do not discuss how biomarkers are discovered or how they can best be measured accurately and reproducibly.  
We start from early phase studies in humans evaluating the association between the biomarker and the outcome,  
and move to the later phase trials (ie, impact studies) examining the effects of the biomarker when used in the clinic.

To be used most effectively, biomarkers need to be integrated into other information available to the clinician, such 
as a patient’s age or the stage of the tumor. This can be done informally by “clinical judgment,” using cutpoints and 
clinical rules, or by using a prediction model. In the case of PSA for prostate cancer early detection, an early approach 
was to use the clinical rule of “PSA > 4 or positive digital rectal examination (DRE).” This subsequently evolved to the 
more informal clinical judgment approach, in which the urologist considers the age of the patient, the recent clinical 
history (such as symptoms of benign prostate disease) and the DRE, as well as the absolute level of PSA. In the last 10 
to 15 years, there has been a move to statistical methods of risk prediction. Using statistical models such as the “PCPT 
risk calculator [1]” or the “PBCG model [2],” the urologist enters clinical data about the patient age, race, DRE, family 
history, and history of prior negative biopsy, as well as the level of PSA, and obtains a percentage risk of high-grade 
cancer. The advantage of prediction models is that they give more accurate predictions than either informal clinical 
judgment—numerous studies have demonstrated that computer models outperform clinicians  
[3–5]—or the risk groupings used for clinical prediction rules [6–9]. Moreover, use of prediction models allows greater 
individualization of care. A man who is older, has comorbidities, or is averse to medical procedures, but has a PSA 
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Abbreviations 

AUC area under the curve
DRE  digital rectal examination
EPCA  early prostate cancer antigen 
PCPT  Prostate Cancer Prevention Trial
PCPTRC  Prostate Cancer Risk Calculator
ROC  receiver operating characteristic
EPCA early prostate cancer antigen

level just above 4 might reasonably ask whether his PSA 
warrants a biopsy; comparably, a man anxious about 
prostate cancer who has a PSA just below 4 might want 
reassurance that his risk is indeed low. It is only by using 
predicted probabilities that urologists can have a rational 
conversation about risk that takes into account patient 
preferences and characteristics.

Statistical methods for building models are described 
at length in various publications and are not further 
discussed here [10]. Instead, we focus on approaches to 
assess the predictiveness of a biomarker in 2 different 
scenarios: when the biomarker is used independently 
and when it is incorporated into a prediction model.

Can the Biomarker Predict the Outcome  
of Interest?
Choose the right outcome
The appropriate clinical endpoint for a biomarker is 
sometimes more complex that it appears. Well-known 
studies such as the PRACTICAL collaboration have 
developed polygenic risk scores for the endpoint of 
incident prostate cancer [11]. But incident prostate cancer 
is not synonymous with cancer-related mortality or 
morbidity. The central problem of prostate cancer early 
detection is overdiagnosis, reflecting that cancers are 
diagnosed that would never cause symptoms during the 
course of the patient’s natural life. It is thus not as useful 
to know a man’s risk of a prostate cancer diagnosis as it 
is to know the risk of prostate cancer metastasis or death: 
a man at high risk of prostate cancer death might want 
to consider screening to find a cancer early before it 
spreads; it is not at all clear what a man should do if he is 
at higher risk of prostate cancer. Biomarkers or models 
that predict the risk of any grade cancer on prostate 
biopsy can be subject to a similar criticism: we want to 
find cancers that we would consider treating (eg, grade 2 
or higher disease); we do not need to know about the risk 
of all cancers, including grade group 1 disease, the most 
appropriate management strategy for which is to order a 
second biopsy.

Naturally, the ideal endpoint for any biomarker to 
predict is cancer-specific morbidity (ie, metastasis) 
or mortality. Given that such endpoints may occur 
10 or 20 years after diagnosis, this is challenging and 
has been attempted only for a handful of prostate 
cancer biomarkers, including the 4Kscore [12,13], the 
DECIPHER score [14], and, of course, PSA [15,16].

Does the biomarker distinguish between 
samples of clearly distinguishable patients?
Investigators can test whether biomarker levels differ in 
clearly distinguishable groups of people. These studies 
can be performed relatively quickly as samples can be 
obtained from patients on the basis of an outcome status 
already achieved as opposed to following a cohort of 
patients prospectively until the outcome of interest 
occurs, or waiting to accrue patients undergoing a 
procedure such as biopsy. For example, in the now 
retracted EPCA study, levels of EPCA in men with 
prostate cancer were compared with those in healthy 
men, healthy women, and patients with other diseases, 
such as liver cancer or benign lung disease.

Diagnostic accuracy should instead be assessed using 
a sample representative of the population, as shown 
in Table 1. In scenarios A and B, we have a biomarker 
with high sensitivity and specificity (both 90%) for 
advanced disease, but unable to distinguish localized 
disease (sensitivity and specificity of 50%). Scenario A 
represents a sample with an equal number of patients 
in each disease group, in which the sensitivity and 
specificity in the entire population for detecting cancer 
is 70%. However, if the distribution of patients were 
more ref lective of the population, as in scenario B, 
the sensitivity and specificity drop to 58% and 63%, 
respectively.

Is the biomarker associated with the outcome  
in patients the biomarker would be applied  
to in practice?
Just as drugs are studied in the patients who would 
receive the drug were it shown to be effective, 
biomarkers should be studied in the patients to whom 
they would be applied in practice. The development of 
free-to-total PSA ratio is a good example of a marker 
that moved from research on convenience samples 
to the target population of men considering biopsy. 
First, Christensson et al. demonstrated an association 
between the ratio of a PSA isoform, free PSA, and the 
total amount of PSA in serum (free-to-total PSA ratio) 
is significantly lower among men with prostate cancer 
than in men with benign prostate hyperplasia [18]. 
Catalona et al. then determined that free-to-total PSA 
can enhance the specificity of prostate cancer screening 
by confirming that the association of free-to-total PSA 
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and prostate cancer on biopsy remains significant 
among men with total PSA values of 4.1 to 10 ng/mL 
indicated for prostate biopsy in clinical practice [19].

How well does the biomarker predict the 
outcome of interest compared to information 
available to the clinician?
A useful biomarker should make additional information 
available to the clinician. In the Catalona et al. example 
above, measurement of free-to-total PSA ratio added 
information about prostate cancer risk over and above 
total PSA and DRE [19]. Assessments of discrimination 
or clinical utility (explained in detail below) can be 
used to compare the performance of a new biomarker 
with the performance of an existing model or existing 
biomarker.

Alternatively, a biomarker can be combined with 
other clinical factors by building a prediction model. 
For example, Klein et al. assess the added value of 
the Genomic Prostate Score by demonstrating that 
it is significantly associated with the risk of adverse 
pathology on multivariable logistic regression analysis 
when added to model containing standard clinical 
predictors (age, PSA, clinical stage, and biopsy) or 
established prediction models, including Cancer of the 
Prostate Risk Assessment score [20] and the National 
Comprehensive Cancer Network risk groupings [21].

Assessing Predictiveness
Discrimination
The area under the receiver operating characteristic 
curve (AUC), also referred to as the concordance statistic 
(or C index), is commonly used to assess discrimination: 
the probability that a randomly selected patient with the 

disease will have higher predicted probability of having 
the disease according to the test compared to a randomly 
selected subject without the disease [22-24].

When comparing the discrimination of different 
models or biomarkers, investigators are encouraged to 
report the difference in discrimination along with 95% 
confidence intervals. Approaches to assess whether 
there is a significant difference in discrimination depend 
on whether the models being compared are “nested.” 
A nested model is created when, for example, a new 
biomarker is added to an existing model, for instance, 
when the 2 models are PSA, DRE, and age versus PSA, 
DRE, age, and free-to-total-ratio. A comparison of 2 
existing models, such as the PCPT and the PBCG model, 
would be non-nested. In these cases, the Delong test can 
be used to test for a difference in discrimination [25]. 
When models are nested, the P-value from the Wald test 
corresponding to the biomarker should be reported, the 
Delong test being invalid [26,27].

Calibration
To be clinically useful, a prediction model must not 
only be able to discriminate between patients with 
and without the disease but also provide an accurate 
risk prediction. The degree to which predictions are 
in agreement with the observed outcomes is known 
as calibration [28]. A calibration plot visualizes the 
agreement between model predictions on the x-axis and 
the actual outcome on the y-axis. This is typically done 
by splitting the data into equal sized groups of increasing 
predicted probabilities (deciles) and plot the mean 
of the observed outcome by the decile of prediction  
[23]. See Figure 1 for an example of a calibration 
plot. A model with poor calibration in ranges of 

TABLE 1.

Two hypothetical studies that sample from individuals without disease, with benign disease, with localized disease, 
or with advanced cancer*

Cancer (Advanced or Localized) No Cancer (No Disease or Benign Condition)

Scenario A

Biomarker Positive (90% x 250) + (50% x 250) = 350 (true positives) (10% x 250) + (50% x 250) = 150 (false positives)

Biomarker Negative (10% x 250) + (50% x 250) = 150 (false negatives) (90% x 250) + (50% x 250) = 350 (true negatives)

Total 500 500

Scenario B

Biomarker Positive (90% x 50) + (50% x 200) = 145 (true positives) (10% x 250) + (50% x 500) = 275 (false positives)

Biomarker Negative (10% x 50) + (50% x 200) = 105 (false negatives) (90% x 250) + (50% x 500) = 475 (true negatives)

Total 250 750
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probabilities in which treatment decisions can 
reasonably differ is likely to be of limited clinical value, 
even if discrimination is excellent: it is difficult to make a 
good decision if information about patient risk is wrong.

Some biomarkers, such as the prostate health 
index [29] and ExoDx Prostate IntelliScore, provide 
a score, and decisions are made by comparing the 
score with a proposed cutpoint but these scores do not 
represent risk of disease. Therefore, it is not possible 
to assess calibration in the traditional sense, although 
investigators can report the probability of the outcome 
above and below the previously proposed cutpoints to 
assess clinical value.

Clinical utility
A new biomarker is of value only if its use leads to 
improvement in patient outcome via a change in 
treatment decision patterns. A full assessment of 
the prognostic value of a biomarker or model must 
incorporate clinical consequences of the resulting 
decisions made. Table 2 shows a hypothetical study of 
1000 men with elevated PSA levels. Risk of cancer on 
biopsy was calculated on the basis of a prediction model 
including a new biomarker. This shows that 300 men 

had high-grade cancer and that among the 510 men 
with a predicted risk of 10% or greater (our threshold 
to indicate biopsy) cancer was detected in 210 of these 
men (Table 2). The clinical consequences shown in 
Table 2 indicate that to determine whether it is better to 
biopsy all men or to use the statistical model and biopsy 
those with a 10% risk of high-grade cancer, we need to 
consider whether it is worth missing 90 cancers to avoid 
490 biopsies.

In some cases, the results will be fairly obvious: if, 
for instance, there were only 10 high-grade cancers 
missed for a reduction of 490 biopsies, the value of 
the biomarker would be apparent. When results are 
not immediately clear, decision analysis can be of 
value. One of the simplest approaches, and the most 
widely used according to the urologic literature, is 
“net benefit,” which incorporates the consequences of 
clinical decisions of a prediction model or biomarker 
in the analysis [30]. Net benefit incorporates both 
discrimination (AUC) and calibration, making it an 
ideal statistic for comparing prognostic value [31]. A key 
aspect of net benefit is that the level of risk at which a 
patient opts to undergo a biopsy is informative of how a 

FIGURE 1.

A calibration plot for a model predicting the risk of high-grade prostate cancer on prostate biopsy. The dots show 
the average risk (and 95% CI) of patients divided into 10 groups of increasing risk. The dots and dashed regression 
line fall above the 45-degree line for good calibration, demonstrating that patients had higher risk than that 
predicted by the model. This is particularly a problem for risks around 10%, the sort of risk at which a patient might 
opt for prostate biopsy. Such a calibration plot would raise questions about whether the model should be used to 
inform prostate biopsy decision-making. 
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TABLE 2.

Hypothetical results of a biomarker study for prostate biopsy illustrating clinical consequences and decision analysis.

Strategy Biopsied Biopsy 
avoided

High-grade 
cancers 
caught

High-grade 
cancers 
missed

Unnecessary 
biopsies Net benefit

Biopsy all men with 
elevated PSA ied 1000 0 300 0 700 300 – (700 x — )  = 2220.10

0.90

Biopsy all men with 
elevated PSA 510 490 210 90 300 210 – (300 x — )  = 1770.10

0.90

patient weighs the relative harms of a false-positive (an 
unnecessary biopsy with risks of side-effects including 
infectious complications and hospitalization) versus 
a false-negative (missing or delaying the detection of 
a high-grade cancer) result. This level of risk is termed 
threshold probability [30]. The threshold probability 
chosen in Table 2 was 10%, corresponding to odds 
of 10:90, implying that missing a cancer is 9 times 
worse than performing an unnecessary biopsy [32]. A 
threshold of 10% corresponds to a “number-needed-
to-test” of 1/10% = 10, meaning that 10 men need to 
be biopsied to find 1 cancer [32,33]. Applying this 
9:1 ratio to the study results gives the findings in  
Table 2, where it can be seen that the biomarker 
is actually harmful. Even though the marker has 
reasonable sensitivity and specificity (~70% and ~60%), 
too many high-grade cancers are missed for the decrease 
in unnecessary biopsy achieved [34]. One obvious issue is 
that the threshold can vary between patients or doctors: 
a patient worried about cancer might opt of a threshold 
of 6%, whereas one nervous about medical procedures 
might demand a 15% risk before considering biopsy. 
In decision curve analysis, the threshold probability is 
varied over a reasonable range and net benefit plotted 
against threshold probability [30]. By visualizing the 
decision curve, one can readily ascertain whether one 
strategy or model is optimal for across the full range  
of threshold probabilities of interest. For more on 
decision curves, which are very widely used in urology 
research, a selection of further reading is available at 
www.decisioncurveanalysis.org.

Impact Studies
Decision analytic techniques provide hypothetical 
assessments of clinical consequences. Impact studies 
assess the real-world consequences of a new biomarker- 
or model-based strategy. For example, an impact study 
might assess whether the results of the biomarker 
translated to changes in decisions. For instance, a 
typical study of the 4Kscore would conclude that, 

hypothetically, were doctors to use the 4Kscore to make 
biopsy decisions based on a cut-off of 10%, then the 
biopsy rates would fall by about 50%. In a study designed 
to determine what happens in actual practice, Konety 
et al. reported a 65% reduction in prostate biopsies in 
men receiving the 4Kscore [35]. However, not all impact 
studies are consistent with clinical biomarker studies: 
White et al. found that use of the PHI in practice led 
to a very large decrease in the capture of high-grade 
cancers, with an approximate 30% risk of high-grade 
cancer amongst men who avoided biopsy [36]. Impact 
studies are also undertaken because some endpoints 
are not entirely predictable from clinical research. Early 
research on PSA did find that it detected prostate cancer 
at an early stage, but it was unclear if prostate cancer 
screening regimens based on PSA led to reductions 
in mortality. The European Randomized Study of 
Screening for Prostate Cancer followed men for 16 years 
and demonstrated a reduction in mortality with PSA 
screening, and can therefore be considered an impact 
study [37,38].

Study Design Issues
The REMARK guidelines discuss study design 
considerations at length [39]. For instance, one key point 
is that assessors of the outcome should be blinded from 
the biomarker status. Another key concept is that of 
internal versus external validation. Interval validation 
occurs when a multivariable regression model is 
developed or a new cutpoint for a biomarker is selected 
and evaluated for performance on the same dataset. 
When a prediction model or biomarker cutpoint is 
developed and assessed on the same dataset estimates of 
performance are over-optimistic, a phenomenon known 
as overfitting [40,41]. Harrell et al. describe methods for 
obtaining optimism-corrected internal assessments of 
performance including data splitting, cross validation, 
and bootstrapping [42].

External validation not only solves the problem of 
overoptimism but evaluates genuine differences between 
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cohorts. A model predicting recurrence after radical 
prostatectomy, for instance, may be affected by surgeon 
skill—less skilled surgeons having higher recurrence 
rates—or by differences in pathologic grading. An 
excellent practical example of external validation 
was a study showing that the risk of prostate cancer 
among Chinese men with a given PSA had been shown 
to be lower than for European men, the most likely 
explanation being that Chinese men have higher rates of 
benign disease. This true difference between cohorts will 
mean that prediction models using PSA will likely have 
poor properties when applied in China [43].

Recommendations
In this paper, we have outlined the evaluation of pros-
tate cancer biomarkers. Our key “take-aways” can be 
summa rized as follows:

1.  Biomarkers should predict risk rather than be categorized 
as being above or below a fixed cutpoint: risk prediction 
allows individualization of care.

2. Choose a clinically relevant outcome: many endpoints 
commonly used in biomarker studies, such as incident 
prostate cancer or advanced surgical pathology, are 
problematic.

3. Evaluate the biomarker on the patients to whom the 
biomarker would be applied in practice.

4.  Follow the REMARK guidelines for the conduct and 
reporting of biomarker studies.

5. Biomarker research is comparative: the question is not 
whether a biomarker provides us with information, but 
whether it provides us better information than we already 
have, from clinical features or a currently used biomarker.

6.  Report discrimination, calibration, and net benefit: a 
biomarker must be able to discriminate better than existing 
predictors, but risk predictions must be close to a patient’s 
true risk; decision analysis is required to determine whether 
using the biomarker in clinical practice would change 
decisions and whether doing so would improve outcomes.

7. Conduct impact studies: evaluate how use of the biomarker 
in the real world affects outcomes.

Conclusions
It has often been noted that biomarker research has 
a poor track record of getting biomarkers into clinical 
practice. Following established principles of biomarker 
development increases the chances that a biomarker 
with good predictive properties will be incorporated 
into urologic decision-making and ultimately improve 
patient care. 
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