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Abstract: Virtual channels have been introduced to enhance the performance of wormhole-switched net-
works. They are formed by arranging the buffer space dedicated to a given physical channel into multi-
ple parallel buffers that share the physical bandwidth on a demand driven time-multiplex ed m anner. The
question to be answered 15 given a fixed amount of finite buffer what 13 the optimal way to arrange it
into virtual channels. There have been few studies attempting to address thus issue, however, these stud-
1es have so far resorted to simulation expeniments and focused on deterministic routing algorithms. In
this paper we use analytical perform ance models to investigate the optimal arrangem ent of the available
buffer space into multiple vartual channels when adaptive routing is used in wormhole- switched k-ary n-
cubes.

Keywords: Interconnection networks, Wormhole switching, Virtual chamnels, finite buffers, Performance

analysis
1. Introduction

The performance of most digital system s today is
often limited by communication or interconnection,
not by logic or memory (Dally and Towles 2004
Interconnection networks, the hardware fabric sup-
porting communication among individual components
of these systems, have been developed as an effective
golution to this commumication bottleneck. Hence, the
petformance of the interconnection network must be
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fully understood and analysed to harness the full com-
putational power of any lngh-performance computing
system. Among other factors, the performance of an
interconnection network 15 greatly influenced by its
topology, switching method and routng algorithm.
These factors are now considered in turn.

In the k-ary n-cube topology, nodes are arranged in
n dimensional grid with k nodes per dimension Each
node consists of a processing element, PE, (with some
memory) and a router (to handle message fransmis
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siof)). Injection and ejection channels comnnect the
router to the local PE where messages generated at the
local PE are transferred to the network via the injec-
tion channel, whele messages destined to the local PE
are consumed from the network through the ejection
channel. Each node's router in connected to a neigh-
boring node in each dim ension using input and output
channels. The input and output channels are connected
by a crossbar switch that can simultaneously connect
multiple inputs and to multiple outputs (Dally and
Towles, 2004 and Duato et al. 2003).

A critical requirement for any routing algorithm is
to avoid deadlock situstions, which occur when mes
sages cennot advence towards their deshnations.
Determumstic routing abways route messages through
a predefined path. It, consequently, carmet take advan-
tage of the path diversity that is usually provided by
the network. In adaptive routing, on the other hand,
messages can use any of the available paths between a
given pair of nodes (Mohapatra, 1998). Duato's fully
adaptive routing has been widely deployed in practical
systems because it requires a minimum mumber of vir-
tual channels (Duato et al. 2003).

The switching method dictates when and how mes-
sages get access to network resources, namely physi-
cal links and buffers. In wormhole switching (Duato et
al. 2003), = message 15 divided into small flits for
transmission and flow control. The header flit governs
the route of the message and the reaming data flits fol-
low it in & pipeline fashion When the header flit is
blocked due to contention for cutput channels or due
to insufficient buffer space, all other data flits wait at
their current nodes forming a chain of flits that spans
over multiple nodes. Wormhole i5 an attractive switch-
ing method as it makes the end-to-end delay insensi-
tive to the message destination due to the pipelining of
flits. Another advantage of wormhole switching espe-
cially for system level and on-chip networks is the
simplicity of router design as switches requires only
mimmum amount of buffer space. However, as traffic
increases, the performance of wormhoele switclung can
degrades sigmficantly dus to the chains of blocked
messages. To overcome this, the flit buffers associated
with every physical channel are arranged into several
smaller size buffers forming wirtual chanmels (Dally
1992y, Each wirtual channel then will has its own flit
buffer and control logic and they all compete with
each other for the same physical bandwidth in a time-
multiplexing manner

There have been few attempts to study the optimal
arrangement of wirtual channels (fe. gven a fixed
amount of fimte buffer, what 15 the optimal way to
arrange it into virtual channels). Dally 1992, conclud-
ed that with the total amount of buffer per pliysical
channel held constant, adding virtual channels to a net-

wotk iz significantly a more effective use of buffer
space than adding depth to & single virtual channel
More recently, (Fezazad and Sarbazi-azad 2005 and
Rezazad and Berbezi-Azad 2005), have conducted a
another simulation study and arnved at similar conclo-
sions. They have identified that increasing the buffer
depth, and therefore decreasing the number of virtual
cheannels, results in better performance for low traffic
rates while the converse (ie. increasing the number of
virtual channels can improve the performance of the
network) is true under high traffic conditions All of
these studies (Dally 1992, Fezazad and Sarbazi-azad
2005 and Rezazad and Sarbazi-Azad, 2005) have sug-
gested that increasing the number of virtuel channels
beyond & threshold value have adverse effect in net-
wotk performance. For exemple, in & 16-ary 2-cube
network with constant message size and constant
buffer mze of 32 flits, the author in (Dally, 1992) has
observed that the best performance 15 achieved when
the available buffer space is arranged into 4 virtual
chennels (each with § flits buffers), suggesting an opth-
mal mumber of virtual channels for performance-cost
tradeoffs.

In this paper we use recently developed analytical
models (Alzeidi ef al. 2006 and Alzeid: of al. 2007) of
adaptive rouhing in k-ary n-cubes to conduct the first
analytical performance companson of deep versus par-
allel buffers in wormhole-gwitched k-ary n-cubes
when the total amount of buffer associated with each
physical chamnel is kept constant. The assumption of
keeping the physical buffer size constant 15 necessary
to give a fair cost-performance comparison.

The rest of this paper 15 organized as follows.
Section 2 provides necessary background inform ation
bout the topologies studied and the used routing algo-
rithm . Section 3 lists the assumptions used in the
analysis and the main equations of the analytical
model while 3ection 4 presents the cost-performance
model. B3echon’ compares the perform ance merits of
k-ary n-cubes with different virtual channels arrange-
ments. Finally, Section 6 concludes the paper

2. Preliminaries

Thas paper consders two widely studied networks;
hypercube (a ligh dimensional network) and a 2D
torus (low dimensional network). In thos section we
first briefly lughlight their topologicel properties and
then mtroduce the adaptive wormhole routing used in
the comparsons.

2.1 The Hypercube and Terns Networks
An n-dim ensional hypercube () packs 2" nodes

into 1 dim ensions which are collectively connected to
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each other wia n x 28 chennels. Each node in the
hypercube is addressed with n digits binary string and
linked to n neighborng nodes {one node in each
dimension) through »n channels Two nodes X = an
i .. xpand ¥ =y, vy . y; are said to be connect
ed (ie. neighbors) via a channel in dimensionj if their
addresses differ at bit position] only (je. X =y An
edge in A, can also be represented by an n-character
string with a hyphen (-} and » - | binary digts. For
example in Hy the string 00-1 denoctes the edge at
dimension 2, connecting nodes 0001 and 0011 The
hypercube 15 characterized by its low dismeter (1e. the
maximum value of the mimmum distance between any
pair of nodes) which is equal to ».

In the 2-dim ensional torus (or k-ary 2-cube), there
are W = k¥ nodes amranged into two dimensions
(referred to as ¥ and ¥ dimensions) with k nodes per
dimension. Each node can be identified by its (x, )
coordinates where 1 and y represent the node pomtion
in the X and ¥ dimensions respectively Nodes with
address (x;, vy and (x5, ¥2) inthe torus are connected
ifand only if x;=x,x1 andy;=y,=1 (Dally and
Towles, 2004 and Duato et al. 2002). Thus, each node
15 comnected to two neighborng nodes in each dimen-
FiO1.

Ag can be seen from Fig 1 (¢), a node in a hyper-
cube or a torus network consists of a processing ele-
ment (FE) and a router. The PE contains a processor
and som e local mem ory. The router has input and out-
put channels and 15 responsible for forwarding packets
to their destinations according to the used routing
algorithm. The PE is connected to the router to
inject/eject messages toffrom the network. The router
containg finite amowunt of flit buffers for each input
The mmput and output channels are connected by a
crossbar switch that can simultaneously connsct mul-
tiple inputs to multiple putput channels. Figure 1 dlus-
trates & hypercube and a torus network with their node
strcture

2.2 Adaptive Wormbliole Roufing

Routing is the process of determiming which path a
message should teke to advance from its source to its
destination. A critical requirement for any routing
algorithm 15 to avoid deadlock situstions, which ocour
when messages can not advance towards their destina-
tions. Adaptive routing algorithm s, which enable mes-
sages to explore alternative network paths, have been
suggested to overcome the performance limitation of
deterministic routing (Dally and Towles, 2004; Duato
ef al. 2002 and Mohapatra, 1993). In adaptive rout-
ing, messages reaching a given router have typically
geveral alternstive chammels to choose from, conse-
guently improving the performance by balancing
evenly the traffic in the network channels.

Duato's algorithm (Duato, 1993 and Duato ef al.
2003) has been studied extensively (Bouwra et al 1994,
Duato et al. 2002, Mohaatra 1993 ; Ould-Khaoua, 1999
and Sarbazi-Azad ef al. 2001) and adopted widely in
practical systems like the IBM Blue Gene/L (Adiga et
al. 2005), Cray T3E (Scott and Thorson, 1996)  and
the Feliable Router (Dally et al. 1904). In this algo-
rithm , the virtual channels divide the network into two
separate virtuel networks A message is routed adap-
tively without any restriction in the first virtual net-
wotk. If the message 15 blocked, it switches to using
virtual channels in the second virtual network, which
15 deadlock-free and therefore provides escape routes
for messages to break any deadlock that may ocour mn
the first virtual network. A routing sub-function is a
restriction of a rouhing alporithm that supplies these
escape channels needed by a deadlock-free adaptive
routing algorithm. 3uch & routing sub-funchion can
itzelf be determimistic {Duato ef al. 2003).

For the 2D torus, the algonithm requires 77 (77> J)
virtual chennels per physical channel, which are split
into two sets: F'Cy={vy, va ..., vy} and I'Cy= {v;,
¥a).  The two virtusl channels in FC» (also called
deterministic virtual channels) are used to implement a
deadlock-free routing sub-function (ie. escape routes)
The other virtual channelsin I'C; (also called adaptive
virtual chammels), can be wisited adaptively in any
order that brings the message closer to its destination
At any routing step, a message firstly checls the adap-
tive virtual channels (channels in FC;) of the remam-
ing dimension to be visited. If more than one adaptive
virtual channels are available, one of them iz chosen
randomly to route through. If all virtual channels in
I'C; are busy, the message 15 routed through the detes-
minishc virtual channels (channels in F'C'g) of the low-

est {or alternatively highest) dimension to be visited. If
the deterministic virtual channel 15 also busy, then the
meszage 15 blocked and waits for that virtual channel
to become free.

For the lypercube, the same methodology is applied
but the virtual channels in I'Cy can be reduced to ons.
That ig, the wirtual channels are divided into two sets
.i[’r'::'jl = {"-‘_-?, Vo Vg ... V}r} and Irfj = {V_il}. This is
because only one virtual channel 15 needed to imple-
ment a deadlock-fres deterministic routing sub-fune-
tion for the hypercube (Dusato et al 2003). As
described earlier, the remaimng wirtual chennels in
IF'C; are used adaptively by messages to get closer to
their destinations. If all adaptive wirtual channels are
busy, then the m essage is routed through the determin-
igtic virtual channel.

3. The Analytical Model

The presented analysis uses the analytical models
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Figure 1 (a) 2D terus (5 x 5 nedes, (h) 4D hypercube (o1 4-cube) and (c) their node structure.
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Figure 2. Arranging a 12-flit buffer in several ways; (a) when no virtual channels are used, the buffer is
organised as one gquene, while networks using virtual channels may organise it inte several
arrangemenis each with different queue size, namely (b) 2 x 6 flits, {c) 3 x 4 flits, (d) 4 x 3 flits,
(e) 6x 2 flits, and 12 x 1 flit.
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developed in (Alzeidi ef al. 20068). These models cap-
ture the behewvior of adaptive routing in the torus and
hypercube networks when wormhole switcluing 15 uged
with virtual channels and fimte amount of flit buffers.
The model in (Alzeid ef al. 2007) presented a new
technigue for computing the virhual channels ocoupan-
cy probabilities while the model in (Alzeidi et al. 2004
and Alzeidi ef al. 2007) concentrates in capturing the
effects of finite buffers in adaptive routing The mod-
els were baged on the following assumptions which
heve been widely used in existing studies (Clien,
1008, Dally 1992; Duato and Lopez, 1994; Miller and
Wajjer, 1997, Rezazad and Sarbazi-azad, 2005 and
Fezazad and Sarbazi-azad, 2005).

g) Message length 15 fized and 15 equal to M flits
each of which takes one network cycle to cross
from one router to the next using wormhole
switching.

b) Messages are routed according to Duato's adaptive
routing and message destinations are umformly
distributed across the network nodes

c) Modes generate traffic independently of each other
and according to a Poisson process with a mean
rate of 4, messages per cycle.

d)y The local gueue at the ejechon channel in the
source node has infinite capacity, Moreover, mes-
sages are transferred to the local processing ele-
ment imm ediately after they aimive to their desti-
nation.

In there models, the memn network Iatency, 5, (le.
the time texquired by o message 1o cross the netwolk
from the source to the destination), is first calenlsted.
Thet the waiting time at the quenw of the sonoe
node, W, is approximated wsing an MAG/L queue.
Finally the sverage degree of multiplexing, 7, ia
obiined witg 8 Makor model to captoe the sifects
of multiphedng owhiple virtmal chemnels in &
phyzical channel. Henoo, the mean mossage Intticy ix
expressed aa.

Mean Message Latency = ((5+%F) ¥ (1

The netwoik latency seen by a message crossing
from node § to node D is composed of three compo-
nents: the message transmission time M, the switch-
ing tim e at each router, and the blocking delay Hence,
it can be written as:

Sar=|H] + M + lgsj 2
H

Averaging over the N - 1 1ble destination nodes in
the network yields the mesn network latency as

L

'E-ﬁ M_{S}SH (3

In the above equations, | | is the total number of

hopsbetweennode S and node D and B;  1sthe block-

ing fime seen by a message on itsj® hop Details of
the analytical models used in this study are not pre-
sented here for the sake of clarity. Mevertheless, inter-
ested readers can find the details of the proposed mod-
els in (Alzeidi ef al. 2006 and Alzeidi et al. 2007)
The eguations of the models are listed n Appendiz A
of this paper.

4. The Cost Performance Model

To make & fair and concrete companison, the intra
router delay (Te. the time to cross the router) must be
considered as the complexity of the router might affect
the owverall performance. This 15 especially true for
wormhole-switched networks as their performance 1s
senstive to the intra-router delay (Dally and Towles,
2004 and Duato et ol 2003).

Two main components contribute to the intra-router
delay; the switching delay and routing delay (Chien,
1998). The switching delay 15 composed of the delay
involved in the intemal flow control, the delay to cross
the crossbar switch and the time to setup the output
cheannel. Hence, according to the studies in (Chien,
1998, Duato and Lopez, 1994 and Miller and M ajjar,
1997, the switching delay is given by

. 34+06l0p,(P) @

y 4.9

In the above equation, P is the number of ports in
the crossbar switch For the 2D torus, P=2V+1, while
for the n-dim ensional hypercube, P=oV+1.

Similarly, the routing delay involves address decod-
ing, routing decision and updating the header of the
message. According to (Cluen 1998 and Duasto and
Lopez, 1994, the routing delay is given by

_ 340610, (P) &
& 49
In the above equation, R 15 the degree of freedom,
or the mumber of alternative channels offered by the
routing algorithm to route the message through. When
Duato's adaptive routing algonthm is used, s message
may be routed to any adaptive virtual channel of the
remaning dimensions or to one of the deterministic
virtual channels (fe. when all adaptive virtual channels
are busy). Moreover, a message may also be routed to
the local PE. Therefore, the routing delay for the 2D
torus and hypercube are, respectively, given by

‘. _4.7+1.21052[2{V—1}+2) (5)

4.9
o AT+ 2legy((a=0F -0 +2) 5
49

It should be mentioned that the original equations
presentedin (Cluen, 1998; Duato and Lopez, 1994 and
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Miller and MNajjar, 1997) computes these delays in
terms of fim e units (neam ely nanoseconds) and are not
divided by 4.9 as in the above equeations. Howewver,
because owr models measure different delays in net
wotk cycles (instead of nanoseconds), the equations
heve to be normalised to network cycles (fe. the iime
to transmit one flit across & physical channel) which,
for the studiesin{Chien, 1998 Duato and L opez, 1994
and Miller and N ajjar, 1997), has been found to be 4.9
nanoseconds.

Several combinations of expenments have been
conducted for different network sizes, message sizes,
and buffer sizes Howewver, we present comparission
results for several arrangments of virtuel chammels in
256-nodes 2D tomus and hypercube when the total
buffer aszociated with each physical channel 15 24, 48
and 96 flits. The switching and roubing delays have
been calculated using the ecquations 4 to 7 for all pre-
sented results.

5. Resnlts and Discussions

Since the buffer size allocated to each physical
channel has been kept constant, increasing the number
of virtual channels will inevitably result in a decrease
in the buffer size allocated to each virtual channel For
instance, when the total buffer size per & plysical
channel iz 24 flits, by having 3 virtusl channels per a
physical chennel the buffer size of each of these virtu-
gl channels will be 8 flits This means theat & 48 flits
m essage occupy the buffers of 6 consecutive channels.
But by selecting 8 wirtual channels per & physical
channel, the buffer space allocated to each of them will
be only 3 flits Consequently, in this case, a 43 flits
message requires 16 consecutive channels to be fully
accomm odated. The advantage of increasing the num-
ber of virtual channels 1z thet the pliysical bandwidth
15 more optim ally utilized (Dally 1992}, But decreas
ing the buffer depth of the wirtual channels causes
messages to be distributed over a grater number of
routers, resulting in ligher contention probabilities
Figure 2 illustrates some possible arrangments of a 16-
flits buffer into different number of virtual channels In
this section, the performance ments of the 2D torus
(fe. low dimensional netwoik) and the hypercube (ie.
hipgh dim ensional network) are assessed when different
arrangm ents of the avaliable buffer space per physical
channel are used.

3.1 Torus Network

Inlow dimensional networks (in this cage the 2D
torasg), Fig 3 reveals that increasing the buffer size
(end therefore decreasing the number of virtual chan-
nelg) results in better performance (ie. lower latency)
for low to moderate traffic rates. This can be observed
for almost sll cases regardless the total amount of

buffer per a physical channel and/or the message size.
Similer results have also been reported in (Dally 1992,
Rezazad and Sarbazi-azad, 2005 and Fezazad and
Sarbazi-azad, 2005) when determimishic routing is
used. In low traffic loads, there are sufficient vartual
channels and it 15 the depth of the wvirtual channel
buffers that have the major impact, as deeper buffers
reduces the number of channels occupied by messages
and hence reduces the probability of blocking

However, as the traffic rate increases, increasing the
number of virtual channels cause some enhancem ent
in the performance (fe. the network saturates at hagher
traffic generation rates). Nevertheless, from a certain
threshold, the increase in the number of virtuel chan-
nels (and hence the decrease in the buffer size of each
virtual cheannel) exhubits adverse effect on the per-
formance, as can be noticed from Fig 3. For example,
for messages of size 48 flits, increasing the number of
virtual chennels beyond 8 (when the total buffer space
15 24 flits) or beyond 6 (when the total buffer space is
96 flits), substantially decreases the saturation traffic
rate. Two factors confributing to this effect are appar-
ent. First, the increase in the switching and the rout-
ing delays dimimshes the advantages of having grater
number of wvirtual channels. This is because as the
number of virtual channels increases, the complexity
of the router increases too and hence the routing and
the switching delays increases (thas can be seen from
equations 4 and 5). The second factor 15 that increas-
ing the number of wirtual channels decreases the
buffer sizes, which results is messages occupying larg-
er number of channels and, therefore, higher blocking
probabilities.

5.2 Hypercube

Figure 4 shows that the hypercube (as an example
of high dimensionel networks) favours the increase in
the number of wvirtual channels as opposed to the
increase in the buffer size per virtual channel especial-
Iy under moderate and high traffic conditions, This is
basically because the low diameter (and hence the
smaller average number of hops that messages traverse
in the hypercube) offsets the role of moderate size
buffers in reducing the mumber of occupted channels
between the source and destination nodes. To further
visualize the effect of the buffer size on the perform-
ance of the hypercube and torus, we have ploted, in
Fig 5, the saturation traffic rate as a function of the
buffer mze for 256-nodes systems and 48 flits mes-
sages. Two important observations can be deduced
from this figure. The figure revieals that the mazimum
throughput of the hypercube remains almost
unchanged as the buffer size increases. Again this can
be accounted for the small average number of hops
that a message needs to make to cross the hypercube
comparsd to the torus.
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Moreover, Fig. 5 reveals that increasing the buffer
size even to a point where the message can entively be
accommodated in small number of links (for example
by using only 2 wirtual cheannels), does not give any
substantial advantage in the performance especially
utider moderate and high traffic conditions. Thiz is
because under lugh traffic conditions, the number of
virtual cheannels (which is mimmised here) becomes
the important factor in enhancing the performance, as
higher mumber of virtual cheannels allow for optimal
utilization of the awvailable physical bandwidth
However, it should be noticed that even though lower
latencies are achieved with larger buffer sizes, this
decrease on the average latency 1s quite marginal as
can be observed from the cwves in Fig 4 For
ingtance, the average latency of 43-flit messagesin the
3D hypercube with 2 virtual channels and 24 flits of
buffer per wirtual chennel 15 less than that of the same
network with 12 virtual chamnels and 4 flits of buffers
per virfual channel by less than 70 network cycles
(20%a).

Hemmpe sloe M=
0.
—— 20 o
1 —x—Hypaoubs
0.001
0. D00 -
Jwrew—x—w w —% Mt
L e e e I A o e e M
¢ 5 10 15 ) -] m .-
Bulfer Skxa §F)

Figure 5. The effects of buffer size on the satura-
tion traffic rate in 156-nedes 2D torus
and hypercube with messages of size 48
flits.

Conclusions

Several researchers (Dally, 1992, Rezazad and
Sarbazi-azad, 2005) have studied the optimal arrange-
ment of the available buffer into virtual channels (fe.
given a fixed amount of fimte buffer what 15 the oph-
mal way to arrange it into virtuel channels). However,
these studies have so far resorted to mmulation expes-
iments and focused on deterministic routing algo-
rithms. In thus paper we have used analytical perform-
ance models to investigate the optimal arrangem ent of
the available buffer space into multiple virtual chan-
nels when adaptive routing is used in wormhole-
switched k-ary n-cubes Moreover, we have consid
ered different intra-router delays that affect the per-
formance of the networks under guestion

In low dimensional networks our results have

revealed that increasing the buffer size (and hence
decreasing the number of virtual channels) results in
better performance under low traffic rates However,
agtraffic rates increase, we have observed that increas-
ing the number of wirtual channels causes some per-
formance enhancement Nevertheless ow findings
agrees with previcus studies (Dally, 1992, Fezazad
and 3arbazi-azad, 2005) that from a certain threshold,
the increase in the number of virtual chemmels causes
peiformance degradation. Higher dimensional net
works, however, favors the increaze in the nember of
virtual channels as opposed to the increass in the
buffer size. We have also shown that increasing the
buffer size in the hypercube have marginal improve-
ment to the network performance.
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Appendix A: Equations of the Analytical Model
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